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JULIO BACKHOFF-VERAGUAS1, SIGRID KÄLLBLAD2, AND BENJAMIN A. ROBINSON3

Abstract. We consider the bicausal optimal transport problem between the laws of scalar time-

homogeneous stochastic differential equations, and we establish the optimality of the synchronous

coupling between these laws. The proof of this result is based on time-discretisation and reveals

a novel connection between the synchronous coupling and the celebrated discrete-time Knothe–

Rosenblatt rearrangement. We also prove a result on equality of topologies restricted to a certain

subset of laws of continuous-time processes. We complement our main results with examples

showing how the optimal coupling may change in path-dependent and multidimensional settings.

1. Introduction

For all their merits, the concepts of weak convergence and Wasserstein distances have proven

to be insufficient for applications involving stochastic processes where filtrations and the flow of

information play a pivotal role. For instance, neither usual stochastic optimisation problems (such

as optimal stopping or utility maximisation) nor Doob–Meyer decompositions behave continuously

with respect to these topologies. Over the last decades, several approaches have been proposed

to overcome these shortcomings; in this paper we focus on one such notion, namely the so-called

adapted Wasserstein distance.

More precisely, we study the adapted Wasserstein distance between the laws of solutions of

one-dimensional stochastic differential equations (SDEs) when the space of continuous functions

is equipped with the Lp-metric. We address this problem by embedding it into a class of bicausal

optimal transport problems. Imposing fairly general conditions on the coefficients of the SDEs,

typically amounting to time-homogeneity and mild regularity assumptions, our contribution can

be summarised as follows:

(i) characterisation of the optimal coupling for a class of bicausal optimal transport problems,

which notably includes the adapted Wasserstein distance;

(ii) a time-discretisation method allowing us to derive most continuous-time statements from

their more elementary discrete-time counterparts;

(iii) a stability result for optimisers of bicausal optimal transport problems;

(iv) a result stating that the topology induced by the adapted Wasserstein distance coincides

with several topologies (including the weak topology) when restricting to SDEs whose

coefficients belong to equicontinuous families;

(v) examples illustrating that different couplings may be optimal for path-dependent SDEs

and in higher dimensions.

A further significant contribution is the connection of two hitherto unrelated objects: the syn-

chronous coupling of SDEs, which is the coupling arising when letting a single Wiener process drive
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two SDEs; and the Knothe–Rosenblatt rearrangement, which is a celebrated discrete-time adapted

coupling that preserves the lexicographical order. One key result that we establish is an optimal-

ity property of the Knothe–Rosenblatt rearrangement. We then argue that in a certain sense, the

synchronous coupling is the continuous-time counterpart of the Knothe–Rosenblatt rearrangement.

Concerning the contributions (i) and (iv) above, similar statements have been made in the pio-

neering work of Bion-Nadal and Talay [15] for the problem of optimally controlling the correlation

between SDEs with smooth coefficients. Our first main result establishes, for general cost functions

and path-dependent SDEs, that bicausal optimal transport problems admit such a control refor-

mulation. A posteriori, it is thus clear that (i) and (iv) were already established for the adapted

2-Wasserstein distance and smooth coefficients in [15]. Our results in this direction can thus be un-

derstood as using probabilistic methods to generalise their findings to more general cost functions

and SDEs.

Adapted Wasserstein distance. We now define the adapted Wasserstein distance and give

some motivation for its introduction. Let Ω = C([0, 1],R) be the space of continuous paths from

[0, 1] into R endowed with the uniform topology and corresponding Borel σ-field B(Ω), and endow

the product space Ω× Ω with the corresponding product σ-field. Write ω and ω̄ for the first and

second components of the canonical process on Ω × Ω. For any two probability measures µ, ν on

Ω, the set of couplings between µ and ν, Cpl(µ, ν), consists of all probability measures π on Ω×Ω

with marginals µ, ν; that is, π(B,Ω) = µ(B) and π(Ω, B) = ν(B), for all B ∈ B(Ω). For p ≥ 1,

we write Pp for the set of probability measures µ on Ω such that the canonical process has finite

pth moments with respect to dt× µ, where dt is the Lebesgue measure on [0, 1].

The classical p-Wasserstein distance Wp with respect to the Lp-norm on the underlying space

Ω then takes the following form (see, for example, Villani [46, Definition 6.1]):

(1.1) Wp
p (µ, ν) := inf

π∈Cpl(µ,ν)
Eπ

󰀗󰁝 1

0

|ωt − ω̄t|pdt
󰀘
, µ, ν ∈ Pp.

This distance notably fails to take the flow of information into account. For example, the val-

ues of optimisation problems for continuous-time stochastic processes may not be continuous in

Wasserstein distance with respect to the reference measure; see Example 5.1.

As a remedy, the adapted Wasserstein distance is defined by restricting to couplings that respect

the asymmetric flow of information originating from the processes. Following [6], we define bicausal

couplings as follows: Let F and F̄ be the natural filtrations of ω and ω̄, respectively. For any

t ∈ [0, 1] and any probability measure µ on Ω, write Fµ
t for the completion1 of Ft under µ. For any

π ∈ Cpl(µ, ν), let πω(dω̄) be the regular disintegration kernel for which π(dω, dω̄) = µ(dω)πω(dω̄).

Definition 1.1 (bicausal couplings). The set of causal couplings Cplc(µ, ν) consists of all π ∈
Cpl(µ, ν) such that, for each t ∈ [0, 1] and A ∈ F̄t,

ω 󰀁→ πω(A) is Fµ
t -measurable.

The set of bicausal couplings Cplbc(µ, ν) consists of all π ∈ Cplc(µ, ν) with S#π ∈ Cplc(ν, µ),

where S(ω, ω̄) = (ω̄,ω), for all (ω, ω̄) ∈ Ω× Ω.

Put into words: ‘one cannot look into the future when deciding where to allocate mass at a

given time’. This emphasises the role played by the flow of information; i.e. filtrations.2 With the

1I.e. Fµ
t is the sigma-algebra generated by Ft and the null sets for µ.

2The intuition behind the concept of causality is perhaps most easily grasped in a discrete-time setup, i.e. when
considering a finite set of time points, say {1, 2, . . . , N}. The defining property of causality can then be phrased as
requiring, with obvious adaptation of notation, that π((ω̄1, ..., ω̄n) ∈ A|ω1, ...,ωN ) = π((ω̄1, ..., ω̄n) ∈ A|ω1, ...,ωn),
for all A ∈ B(Rn), n = 1, ..., N . In such a discrete-time setting, if the coupling is further supported on
the graph of a function, say ϕ : RN → RN (i.e. a Monge map), then causality amounts to ϕ(x1, ..., xN ) =
(ϕ1(x1),ϕ2(x1, x2), . . . ,ϕN (x1, . . . , xN )), for some functions ϕn : Rn → R, n = 1, ..., N .
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above notation at hand, we are now ready to define the adapted Wasserstein distance AWp, p ≥ 1:

(1.2) AWp
p (µ, ν) := inf

π∈Cplbc(µ,ν)
Eπ

󰀗󰁝 1

0

|ωt − ω̄t|pdt
󰀘
, µ, ν ∈ Pp.

To give an historical account, the condition of causality can be traced back, at least, to the

work on existence of solutions of SDEs by Yamada and Watanabe [47]; it has also appeared under

the name of compatibility in Kurtz [32]. The concept was recently popularised and studied in

a continuous-time framework by Lassalle [33], and systematically investigated for discrete-time

processes using dynamic programming arguments in [5] (see also [27] for a recursive approach to

a closely related optimal stopping problem). We refer to Beiglböck and Lacker [10] for further

historical remarks and for an account of the connections to the filtering literature. We also refer to

Beiglböck and Lacker [10], Beiglböck, Pammer, and Schrott [13] for a detailed exposition of how

Monge maps relate to general transport plans in the presence of causality constraints.

To the best of our knowledge, the symmetric condition of bicausality first appeared in the

work of Rüschendorf [43]; for a more recent account we refer again to [5]. A distance based

on the bicausality condition was independently introduced and studied, under the name of nested

distance, in a series of papers by Pflug and Pichler; see, for example, [38] and [39] and the references

therein. The concept of causality aside, numerous alternative approaches to incorporating the flow

of information into process distances can be found in the literature. Most notably, albeit in

different ways, the seminal works of Aldous [3] and Hellwig [23] both rely on incorporating the

distance between certain conditional disintegration kernels of the processes. See also [7], where it

was shown that these different distances all generate the same topology.

In continuous time, for diffusion processes, the modified Wasserstein distance was introduced in

[15]; we show herein that it coincides with the adapted Wasserstein distance. Although we here

mostly focus on the optimality properties, we note that [15] established further properties of this

distance also in higher dimensions. For general continuous semi-martingales, motivated by financial

applications, an adapted Wasserstein distance was defined in [6] with respect to a cost function

that compares the drift and martingale parts of the Doob–Meyer decomposition separately. We

refer to [1, 2] for further studies of adapted distances in continuous time; see also [5, Section 2] for

an exposition of the related literature within mathematical finance.

Optimality of the synchronous coupling. Throughout this article, we consider the laws of

solutions of SDEs of the following type:

(1.3) dXb,σ
t = b(Xb,σ

t )dt+ σ(Xb,σ
t )dWt, Xb,σ

0 = x0, t ∈ [0, 1],

where b : R → R and σ : R → R+ = [0,∞) are some measurable functions such that a unique

strong solution Xb,σ exists; we write µb,σ := Law(Xb,σ) for the induced probability measure on Ω.

We suppose that all SDEs are equipped with the same initial condition, x0 ∈ R, and omit it from

the notation.

Given two such measures, µb,σ, µb̄,σ̄, we can couple them as follows: Let (Ω,F ,P) be a probability
space supporting a Wiener process W , and let Xb,σ, X b̄,σ̄ be the solutions of (1.3) with coefficients

(b,σ) and (b̄, σ̄), respectively, when both SDEs are driven by W . In this way, we define a bicausal

coupling P ◦ (Xb,σ, X b̄,σ̄)−1 ∈ Cplbc(µ
b,σ, µb̄,σ̄). This coupling plays a pivotal role throughout the

article and we name it the synchronous coupling.

Our first main result establishes general conditions under which this coupling is optimal.

Assumption 1.2. The coefficients b : R → R and σ : R → R+ in (1.3) are continuous, have linear

growth, and are such that pathwise uniqueness holds for (1.3).
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Theorem 1.3. Suppose that (b,σ) and (b̄, σ̄) satisfy Assumption 1.2. Then, for any p ≥ 1, the

synchronous coupling attains the infimum in (1.2) defining AWp(µ
b,σ, µb̄,σ̄).

Our main result notably establishes the optimality of the synchronous coupling not only for the

adapted Wasserstein distance, but also for the bicausal optimal transport problem with respect

to a more general class of cost functions (see Theorem 3.19); we also provide this conclusion

under a different set of assumptions allowing for the drift coefficients to be discontinuous (see

Proposition 3.24). The follow-up work [41] further extends the main result in the direction of

SDEs with irregular coefficients.

For SDEs with sufficiently regular coefficients, the optimality of the synchronous coupling was

first established in [15] for the so-called modified Wasserstein distance3, which is the distance

obtained when optimising the cost in (1.2) over couplings induced by solutions of a pair of SDEs

(1.3) driven by correlated Wiener processes. It then follows from the above result combined with

[15, Section 2.1] that the adapted and modified Wasserstein distances coincide. A crucial part

of our analysis is the a priori reformulation of the adapted Wasserstein distance in terms of an

associated control problem (where one controls the degree of correlation); a similar result holds for

a bicausal optimal transport problem with a general cost function when the marginals are given

by possibly path-dependent SDEs (see Proposition 2.2).

In [15], the authors take a stochastic control approach and their proofs rely on a verification

argument for the associated Hamilton–Jacobi–Bellman (HJB) equation. While such stochastic

control arguments provide the natural continuous-time analogue of the recursive arguments used

to prove optimality of the Knothe–Rosenblatt rearrangement in discrete time (see Remark 3.7),

the use of classical solutions of the HJB equation, as employed in [15], inevitably requires the cost

function as well as the coefficients of the SDEs to be smooth enough for the associated stochastic

flows to be differentiable. Here, we rather take a probabilistic approach to prove the optimality of

the synchronous coupling which enables us to relax the assumptions on the cost function and the

coefficients and establish this optimality property in its natural generality.

We also present examples of path-dependent and multidimensional SDEs for which different

bicausal couplings are optimal (see Section 5).

Discrete approximation methods and stability. A key object of study in this paper is the

Knothe–Rosenblatt rearrangement, also referred to as the Knothe–Rosenblatt coupling, which was

introduced in [42] and [31] as a multi-dimensional generalisation of the classical monotone re-

arrangement; see Figure 1 for an illustration. Consider now the discrete-time problem of optimally

coupling two laws on Rn, n ∈ N, given an Lp-cost. When restricting to bicausal couplings and

imposing certain monotonicity properties on the marginal laws, it turns out that the Knothe–

Rosenblatt rearrangement is optimal for this problem. For a two-step discrete bicausal optimal

transport problem, this was first shown by Rüschendorf [43]. In [5], based on a recursive argument,

the result was then generalised to a multi-stage discrete problem with Markov marginal laws. We

here generalise this result to an even broader class of cost functions and marginal laws and link

the assumptions on the marginals to the notion of stochastic monotonicity (see Proposition 3.4).

This discrete-time optimality result underpins our analysis in continuous time; applying this re-

sult to a carefully chosen discretisation of the SDEs, we deduce the optimality of the synchronous

coupling. Indeed, our proof relies on an approximation procedure where we first solve the associated

discrete-time problem and then pass to the limit. Our method of proof thus unveils the informa-

tional and structural similarities between the Knothe–Rosenblatt and synchronous couplings. For

this reason, we advocate the interpretation of the synchronous coupling as the continuous analogue

3Although [15] considers the optimisation problem in general dimensions, they only identify an optimiser in dimen-
sion one.
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of the Knothe–Rosenblatt rearrangement. In order to carry out the above procedure, for the class

of bicausal transport problems that we study, we establish a stability result for optimal couplings

(see Proposition 2.6).

µ1

µx1

ν1

νy1

x1

x2

y1

y2

Figure 1. Illustration of the Knothe–Rosenblatt rearrangement in two dimen-
sions. The first marginals of µ, ν are denoted µ1, ν1, and the conditional distri-
butions by µx1

, νy1
. Similarly shaded regions have the same area.

As a by-product, we also obtain approximation results in the adapted Wasserstein distance for

bicausal couplings between the laws of SDEs. Given coefficients (b,σ), (b̄, σ̄) and n ∈ N, consider
the Euler–Maruyama scheme (Xn, X̄n), which is given by (Xn

0 , X̄
n
0 ) = (x0, x0) and, for h = 1/n,

k = 0, ..., n− 1,

(1.4)

󰀻
󰀿

󰀽
Xn

t = Xn
kh + b(Xn

kh)(t− kh)+ σ(Xn
kh)(Wt −Wkh)

X̄n
t = X̄n

kh + b̄(X̄n
kh)(t− kh)+ σ̄(X̄n

kh)
󰀃
W̄t − W̄kh

󰀄 , t ∈ (kh, (k + 1)h].

With the adapted Wasserstein distance defined analogously to (1.2) for marginal distributions on

Ω× Ω, we have the following result:

Theorem 1.4. Let b, b̄ : R → R, σ, σ̄ : R → R+ be Lipschitz, and let π ∈ Cplbc(µ
b,σ, µb̄,σ̄). Then

there exists a probability space supporting two correlated Wiener processes W and W̄ such that the

joint law of the processes (Xn, X̄n) given by (1.4) satisfies AWp(Law(X
n, X̄n),π)

n→∞−−−−→ 0, p ≥ 1.

The above result holds also for SDEs with path-dependent coefficients (see Theorem 2.11). To

obtain our main results, we will work with a modification of the Euler–Maruyama scheme in which

the increments of the Wiener process are truncated; cf. Liu and Pagès [35], Milstein, Repin, and

Tretyakov [36].

While these results on discretisation and stability are crucial for our analysis, they are also of

independent interest. For instance, our time-discretisation method suggests a possible approach

to numerical approximation of adapted Wasserstein distances between the laws of SDEs; however,

we do not explore this direction further. For existing numerical methods for computing adapted

Wasserstein distances, we refer to Eckstein and Pammer [20], Pichler and Weinhardt [40], and the

references therein.

The synchronous distance and the associated topology. We also study the topology in-

duced by the adapted Wasserstein distance AWp. In particular, we investigate the relationship

between the topologies induced by different distances on the spaces Pp(Ω) of laws of continuous-

time stochastic processes.

The classical Wasserstein distance (1.1) metrises the usual weak topology on the space Pp(Ω)

(see, e.g. [45, Theorem 7.12]). Moreover, for p ≥ 1, one may consider the (asymmetric) causal
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Wasserstein distance CWp(µ, ν), µ, ν ∈ Pp, defined analogously to the adapted (bicausal) Wasser-

stein distance, by replacing Cplbc(µ, ν) with Cplc(µ, ν) in (1.2). In this asymmetric setting, we

say that µn converges to µ in CWp, if CWp(µ, µn) → 0. We also consider its symmetrised version

SCWp(µ, ν) = max(CWp(µ, ν), CWp(ν, µ)), µ, ν ∈ Pp. Finally, inspired by the pivotal role played

by the synchronous coupling, we introduce the synchronous distance SWp, defined by

SWp
p

󰀃
µb,σ, µb̄,σ̄

󰀄
:= E

󰀗󰁝 1

0

󰀏󰀏Xb,σ
t −X b̄,σ̄

t

󰀏󰀏pdt
󰀘
, p ≥ 1,

where Xb,σ, X b̄,σ̄ are the p-integrable solutions of the SDE (1.3), with coefficients (b,σ), (b̄, σ̄),

evaluated on some probability space with respect to the same Wiener process W (c.f. the definition

of the synchronous coupling). This distance is notably stronger than all of the above-mentioned

distances.

We show that all the distances discussed above induce the same topology when restricted to

solutions of the SDE (1.3) for which the coefficients belong to the following set:

AΛ ={ϕ ∈ C(R,R) : |ϕ(x)− ϕ(y)| ≤ Λ|x− y| and |ϕ(0)| ≤ Λ, x, y ∈ R}, Λ > 0.

Theorem 1.5. Restricted to the set PΛ = {µb,σ : b,σ ∈ AΛ}, Λ > 0, the topologies induced by the

following metrics all coincide and are independent of p ∈ [1,∞):

— SWp, the synchronous distance;

— AWp, the adapted Wasserstein distance;

— SCWp, the symmetrised causal Wasserstein distance;

— Wp, the Wasserstein distance.

The above topologies also remain equal when, in the definition of any of the metrics, we replace

the cost
󰁕 1

0
|ωt − ω̄t|pdt by supt∈[0,1] |ωt − ω̄t|p.

This common topology is further equal to the topology of CWp convergence, the topology of weak

convergence when we equip Ω with the Lp(dt) norm, for arbitrary p ∈ [1,∞], and also to the

topology of convergence in finite-dimensional distributions.

Moreover, PΛ is compact in this common topology.

In discrete time, Beiglböck, Pammer, and Posch [12] studied a distance induced by the Knothe–

Rosenblatt rearrangement and showed that it is topologically equivalent to the adapted Wasserstein

distance. Our Theorem 1.5 can thus be seen as a continuous-time analogue of [12, Theorem 1.4],

with the synchronous coupling in place of the Knothe–Rosenblatt rearrangement. For discrete-time

processes, [7] also established that the same topology is generated by the adapted Wasserstein

distance, the nested distance, and the distances introduced by Aldous [3] and Hellwig [23]; we

refer to [8, 21] for further properties of this common topology. In fact, an even stronger result is

true: Bartl, Beiglböck, and Pammer [9], Pammer [37] go beyond the convention of identifying a

process with its law and instead consider processes equipped with a filtration. It is shown that all

topologies that are strong enough to encode the information of the filtration still coincide, even in

this generalised discrete-time setting.

In a continuous-time setup, Bion-Nadal and Talay [15, Propositions 1.8, 1.9] give a result in

a similar direction, when restricting to solutions of SDEs with sufficiently smooth coefficients.

Our Theorem 1.5 provides a result in the same spirit for a specific class of SDEs; in particular, it

generalises the results in [15]. We note that our proof is remarkably simple as it is a straightforward

application of stability results for SDEs.

Structure of the article. In Section 2, we establish the equality of the modified and adapted

Wasserstein distances; we also provide a stability result and prove Theorem 1.4. We give our

optimality result for the Knothe–Rosenblatt rearrangement in Section 3.1. In Section 3.2, we
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introduce a variation of the classical Euler–Maruyama scheme and use it to prove Theorem 1.3

under an additional Lipschitz assumption. We complete the proof of Theorem 1.3 in Section 3.3.

In Section 3.4, we establish a variation of Theorem 1.3 which allows for discontinuities in the drift

coefficients. In Section 4, we prove Theorem 1.5 on the equality of topologies. In Section 5, we

collect some examples, the first of which motivates the introduction of the adapted Wasserstein

distance. We then present counterexamples to the optimality of the synchronous coupling in non-

Markovian and higher dimensional settings, as well as a counterexample to the optimality of the

Knothe–Rosenblatt rearrangement for a particular choice of cost function. Various approximation

and stability results are deferred to the appendix.

2. Preliminary results on bicausal couplings and approximation in AWp

Throughout this paper we work in dimension one. Define the space of continuous paths Ω :=

C([0, 1],R) equipped with the uniform topology and corresponding Borel sigma-field F := B(Ω).
We also equip Ω with the canonical filtration (Fs)s∈[0,1] and note that F = F1.

We will repeatedly make use of the following definition of correlated Wiener processes.

Definition 2.1 (correlated Wiener process). Let W, W̄ be standard real-valued Wiener processes

on some probability space (Ω,F ,P) and let G be the completion under P of the filtration jointly

generated by W, W̄ .

Given a B([0, 1])⊗ G-progressively measurable function ρ : [0, 1]×Ω×Ω → [−1, 1], we say that

the two-dimensional process (W, W̄ ) is a ρ-correlated Wiener process if the cross-variation satisfies

d〈W, W̄ 〉t = ρ(t,W, W̄ )dt;

we say that it is a correlated Wiener process if it is a ρ-correlated Wiener process for some ρ.

Given x0, x̄0 ∈ R and path-dependent coefficients b, b̄ : [0, 1] × Ω → R, σ, σ̄ : [0, 1] × Ω → R+,

which are progressively measurable, consider the system of SDEs

(2.1)

󰀻
󰀿

󰀽
Xt = x0 +

󰁕 t

0
b(s,X)ds+

󰁕 t

0
σ(s,X)dWs, t ∈ [0, 1],

X̄t = x̄0 +
󰁕 t

0
b̄(s, X̄)ds+

󰁕 t

0
σ̄(s, X̄)dW̄s, t ∈ [0, 1].

Suppose that there exists some correlated Wiener process (W, W̄ ) and a G-adapted process (X, X̄)

(cf. Definition 2.1) that satisfies (2.1). In this case, we say that (X, X̄) is a strong solution of the

system (2.1) driven by the correlated Wiener process (W, W̄ ). Writing µ, ν for the marginal laws

of X, X̄, we denote the set of couplings of the form Law(X, X̄) by 󰁪Cpl(µ, ν).

2.1. Characterisation of bicausal couplings between SDEs.

Proposition 2.2. Suppose that there exist unique strong solutions to the SDEs (2.1) and write

µ, ν for their respective laws. Then the set of bicausal couplings Cplbc(µ, ν) is equal to the set of

couplings 󰁪Cpl(µ, ν).

Proof. Suppose that π̃ ∈ 󰁪Cpl(µ, ν). Then π̃ ∈ Cpl(µ, ν). Moreover, there is some correlated Wiener

process (W, W̄ ) such that π̃ = Law(X, X̄), where (X, X̄) is a strong solution of the system (2.1)

driven by (W, W̄ ). Since (X, X̄) is adapted to the completed filtration of (W, W̄ ), we conclude that

π̃ is bicausal.

To show the converse, suppose now that π ∈ Cplbc(µ, ν). Let (ω, ω̄) be the canonical process on

the product space, and let F , F̄ denote the canonical filtrations corresponding to ω, ω̄, respectively.

Note that, by definition of the measure µ, we may define a continuous process M such that, under

π, M is an Fµ-martingale with quadratic variation 〈M〉 given by 〈M〉t =
󰁕 t

0
σ(s,ω)2ds, for all
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t ∈ [0, 1], and

(2.2) ωt = x0 +

󰁝 t

0

b(s,ω)ds+Mt, for all t ∈ [0, 1].

Since the coupling π is bicausal, we have the following independence property: for any s ∈ [0, 1],

conditional on Fµ
s , (ωt)t∈[0,1] is independent of F̄s under π. Therefore, for any s, t ∈ [0, 1] with

s < t, we have

Eπ
󰀅
Mt −Ms | Fµ

s ⊗ F̄s

󰀆
= Eπ[Mt −Ms | Fµ

s ]= 0,

and by the tower property of conditional expectation, Eπ
󰀅
Mt −Ms | Fs ⊗ F̄s

󰀆
= 0. Thus M is also

an F ⊗ F̄-martingale under π.

Using the symmetry of the definition of bicausality, we find that ω̄ admits an analogous repre-

sentation to (2.2) under π for some continuous F ⊗ F̄-martingale M̄ .

Enlarging the probability space as necessary, introduce a Wiener process Ŵ that is independent

of M and M̄ under π. Define processes W, W̄ via

dWt = 1{σ(t,ω)=0}dŴt + 1{σ(t,ω) ∕=0}
dMt

σ(t,ω)
, dW̄t = 1{σ̄(t,ω̄)=0}dŴt + 1{σ̄(t,ω̄) ∕=0}

dM̄t

σ̄(t, ω̄)
,

and let G denote the completion of the natural filtration of (W, W̄ ) under π. Then (ω, ω̄) satisfies

(2.1) driven by (W, W̄ ). Further, by the bicausality of π and the independence of Ŵ , both W and

W̄ are G-martingales under π. It then follows from Lévy’s characterisation that both W and W̄

are G-Wiener processes. By the Kunita–Watanabe inequality (see, e.g. [34, Proposition 4.18]), we

have that d〈W, W̄ 〉 is almost surely absolutely continuous with respect to Lebesgue measure, and

so there exists a B([0, 1]) ⊗ G-progressively measurable function ρ : [0, 1] × Ω × Ω → [−1, 1] such

that ρtdt = d〈W, W̄ 〉t, for all t ∈ [0, 1]. Therefore (W, W̄ ) is a ρ-correlated Wiener process, as in

Definition 2.1.

By assumption, the SDE with coefficients b,σ driven by the Wiener process W admits a unique

strong solution X̃. Letting H be the natural filtration of Ŵ , we have that both X̃ and ω are

adapted to F⊗ F̄⊗H. By pathwise uniqueness, we deduce that X̃ = ω under π and, in particular,

ω is adapted to the natural filtration of W and hence to G. The analogous statement applies to ω̄,

and so we have that the canonical process (ω, ω̄) under the bicausal coupling π is a strong solution

of the system (2.1) with respect to (W, W̄ ), as required. □

Remark 2.3 (modified Wasserstein distance). For any p ≥ 1, consider the subset P̄p ⊂ Pp

consisting of laws of SDEs of the form (2.1). On this set, one can define a metric W̄p in the same

way as the adapted Wasserstein distance AWp is defined in (1.2), but with the set Cplbc(µ, ν)

of bicausal couplings between µ, ν ∈ P̄p replaced by 󰁪Cpl(µ, ν). According to Proposition 2.2, for

µ, ν ∈ P̄p, we have W̄p(µ, ν) = AWp(µ, ν).

For p = 2, restricting to elements of P̄2 that are laws of time-homogeneous SDEs of the form

(1.3), W̄2 thus defined is the modified Wasserstein distance introduced by Bion-Nadal and Talay

in [15].

Remark 2.4. In our definition of (bi)causal couplings we make use of the canonical filtration,

while in [6] the right-continuous filtration is used. In general, our definition gives a smaller set of

couplings. However, when the marginal processes are strong Markov both sets coincide following

an application of [29, Ch. 2, Proposition 7.7]. A sufficient condition for this to hold is that the

coefficients of the SDEs are locally bounded and that the associated martingale problems are well-

posed for all initial conditions; see [29, Ch. 5, Theorem 4.20]. In Example 5.1, we also encounter

a situation where the above sets of couplings coincide, although one of the marginal processes is

not strong Markov.
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2.2. Stability of bicausal optimisers. Our strategy for proving our main results in this paper

is to approximate our problem of interest by problems for which the optimiser is known. A key

ingredient in this approach is the stability of optimisers. We here establish such a stability result

for a more general class of bicausal optimal transport problems obtained by replacing the p-norm

in the definition (1.2) of AWp with a general cost function c : R × R → R; we typically assume

that there exists some K > 0 such that

(2.3) |c(x, y)| ≤ K[1 + |x|p + |y|p], for all x, y ∈ R.

Since it will be useful to allow for approximation by processes that are not necessarily continuous,

we take Ω̂ = D([0, 1],R) to be the Polish space of càdlàg functions equipped with the Skorokhod

topology and corresponding Borel σ-field F̂ . We define product spaces, the canonical process,

the set of p-integrable measures, and the set of couplings in total analogy to the continuous case.

In particular, for p ≥ 1 and π,π′ ∈ P(Ω̂ × Ω̂) with finite pth moment, in analogy to (1.1), the

p-Wasserstein distance is given by

Wp
p (π,π

′) = inf
α∈Cpl(π,π′)

Eα

󰀗󰁝 1

0

|(ωt, ω̄t)− (ω′
t, ω̄

′
t)|pdt

󰀘
,(2.4)

where Cpl(π,π′) denotes the set of probability measures on (Ω̂ × Ω̂) × (Ω̂ × Ω̂) with marginal

distribution onto the first (resp. last) two coordinates given by π (resp. π′), and ((ω, ω̄), (ω′, ω̄′))

denotes the corresponding canonical process.

Remark 2.5. Although we consider Wasserstein distances with respect to an Lp-metric, we defined

the Borel σ-fields F and F̂ on Ω and Ω̂ with respect to the uniform topology and Skorokhod

topology, respectively. We now verify that these Borel σ-fields are equal to the Borel σ-fields

corresponding to the topology of Lp-convergence. Indeed, both F and F̂ are generated by the

coordinate mapping and are thus included in the respective Borel σ-field for Lp-convergence; see,

for example, [14, Example 1.3 and Theorem 12.5]. On the other hand, convergence in the uniform

topology (resp. Skorokhod topology) implies Lp-convergence on Ω (resp. Ω̂) and so we have equality

of the Borel σ-fields.

We start with an auxiliary result.

Proposition 2.6. Let p ≥ 1. Suppose that there exist unique strong solutions to the SDEs (2.1)

and write µ, ν for their respective laws. Let Xn, X̄n : Ω → Ω̂, n ∈ N, be measurable and suppose

that for any ρ-correlated Wiener process (W, W̄ ),

Wp(π
ρ,n,πρ)

n→∞−−−−→ 0,(2.5)

where πρ,n = Law(Xn ◦W, X̄n ◦ W̄ ) and πρ = Law(X, X̄) with X, X̄ solving (2.1) with respect to

(W, W̄ ). Let c : R×R → R be continuous and satisfy (2.3) for some K > 0 and suppose that there

exists some ρ̂ : [0, 1]× Ω× Ω → [−1, 1] such that for each n ∈ N, πρ̂,n attains

inf
π∈󰁪Cpl(µn,νn)

󰁝󰁝 1

0

c(ωt, ω̄t)dt dπ,

where 󰁪Cpl(µn, νn) denotes all couplings of the form πρ,n for some correlation process ρ (writing

µn, νn for their marginals). Then

(2.6) lim
n→∞

inf
π∈󰁪Cpl(µn,νn)

󰁝󰁝 1

0

c(ωt, ω̄t)dt dπ = inf
π∈Cplbc(µ,ν)

󰁝󰁝 1

0

c(ωt, ω̄t)dt dπ;

moreover, the right hand side is attained by πρ̂.
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Proof. By assumption, there exists some ρ̂-correlated Wiener process such that, for each n ∈ N,
and for any admissible correlation process ρ,

󰁝󰁝 1

0

c(ωt, ω̄t)dtdπ
ρ̂,n ≤

󰁝󰁝 1

0

c(ωt, ω̄t)dtdπ
ρ,n.(2.7)

We now argue that the functional (x(·), y(·)) 󰀁→
󰁕 1

0
c(x(t), y(t))dt is continuous with at most

polynomial growth of order p on with respect to the Lp-metric on Ω̂ × Ω̂. The growth claim is

immediate since
󰀏󰀏󰀏󰀏
󰁝 1

0

c(x(t), y(t))dt

󰀏󰀏󰀏󰀏≤
󰁝 1

0

K(1 + |x(t)|p + |y(t)|p)dt = K(1 + 󰀂x󰀂pLp + 󰀂y󰀂pLp).

Suppose now that 󰀂xn − x󰀂Lp + 󰀂yn − y󰀂Lp → 0. The sequences {|xn(·)|p}n and {|yn(·)|p}n are

then uniformly integrable w.r.t. Lebesgue measure on [0, 1]. By the growth assumption on c, the

sequence {|c(xn(·), yn(·))|}n is similarly uniformly integrable. Define an :=
󰁕 1

0
c(xn(t), yn(t))dt.

For any subsequence {ank
}k we can find a sub-subsequence {ankj

}j such that c(xnkj (·), ynkj (·)) →
c(x(·), y(·)) almost surely, as c is continuous. Then by uniform integrability we infer that ankj

→
a :=

󰁕 1

0
c(x(t), y(t))dt. As the limit does not depend on the subsequence, we conclude that an → a.

Equipping Ω̂ with the topology induced by the Lp-metric, it follows from Remark 2.5 that

the product space Ω̂ × Ω̂ is a separable Radon space. Given this property, the continuity and

polynomial growth shown above, and the Wp-convergence (2.5), we can apply [4, Lemma 5.1.7 and

Proposition 7.1.5] to take the limit in (2.7) as n → ∞, and we deduce that, for any admissible

correlation process ρ,
󰁝󰁝 1

0

c(ωt, ω̄t)dtdπ
ρ̂ ≤

󰁝󰁝 1

0

c(ωt, ω̄t)dtdπ
ρ.

By Proposition 2.2, πρ̂ thus attains the infimum on the right-hand side of (2.6). Once again

using the convergence of πρ̂,n to πρ̂ in Wp, together with the optimality of these couplings for their

respective transport problems, we conclude that the value of the problem also converges. □

We now make use of the above result to obtain two stability results where the assumptions are

placed directly on the marginals; they will be crucial for our upcoming analysis. The first one

allows for càdlàg approximations.

Corollary 2.7. Suppose that there exist unique strong solutions X, X̄ to the SDEs (2.1). Let p ≥ 1

and Xn, X̄n : Ω → Ω̂, n ∈ N, be measurable and such that Xn ◦W (resp. X̄n ◦ W̄ ) converges in Lp

to X (resp. X̄). Then condition (2.5) is satisfied and the conclusions of Proposition 2.6 hold true.

Proof. For any ρ-correlated Wiener process (W, W̄ ), let (X, X̄) be the solution of the SDE (2.1)

with respect to (W, W̄ ) and define (Xn, X̄n) = (Xn ◦W, X̄n ◦ W̄ ). Then Law((Xn, X̄n), (X, X̄)) ∈
Cpl(πρ,n,πρ). Moreover, by the assumption of Lp-convergence,

E
󰀗󰁝 1

0

|(Xn
t , X̄

n
t )− (Xt, X̄t)|pdt

󰀘
1
p ≤ E

󰀗󰁝 1

0

|Xn
t −Xt|pdt

󰀘
1
p + E

󰀗󰁝 1

0

|X̄n
t − X̄t|pdt

󰀘
1
p

n→∞−−−−→ 0,

which verifies (2.5) and thus completes the proof. □

Our second stability result enables us to approximate the adapted Wasserstein distance between

laws of SDEs by approximating their coefficients. For this result we return to the set-up of con-

tinuous paths in Ω; we write 󰀂ω󰀂∞ := sups∈[0,1] |ωs|, ω ∈ Ω, for the sup-norm and work under the

following assumption.

Assumption 2.8. Suppose that x0, x̄0 ∈ R and b, b̄ : [0, 1]× Ω → R, σ, σ̄ : [0, 1]× Ω → R+ satisfy

the following:

(i) b, b̄,σ, σ̄ are progressively measurable;
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(ii) for each t ∈ [0, 1], the functions b(t, ·), b̄(t, ·),σ(t, ·), σ̄(t, ·) are continuous w.r.t. 󰀂 · 󰀂∞;

(iii) there exists K > 0 such that, for all t ∈ [0, 1], ω ∈ Ω,

(2.8) |b(t,ω)| ∨ |b̄(t,ω)| ∨ |σ(t,ω)| ∨ |σ̄(t,ω)| ≤ K(1 + 󰀂ω󰀂∞);

(iv) there exist unique strong solutions of the SDEs (2.1).

Corollary 2.9. Let (x0, x̄0, b, b̄,σ, σ̄) satisfy Assumption 2.8 and write µ, ν for the laws of X, X̄.

For n ∈ N, consider (xn
0 , x̄

n
0 , b

n, b̄n,σn, σ̄n) satisfying Assumption 2.8.(i) and (iii), with a uniform

slope constant K in (2.8), and such that strong existence holds for (2.1); write Xn, X̄n for a pair

of solutions and µn, νn for their laws.

Suppose that, as n → ∞, (xn
0 , x̄

n
0 ) → (x0, x̄0) and the following convergence holds:

󰀂ωn − ω󰀂∞ → 0 =⇒ (bn, b̄n,σn, σ̄n)(t,ωn) → (b, b̄,σ, σ̄)(t,ω), for each t ∈ [0, 1].(2.9)

Then condition (2.5) is satisfied and the conclusions of Proposition 2.6 hold true.

Proof. Let ρ be an admissible correlation process. Write πρ,n for the joint law of (Xn, X̄n), for

n ∈ N, and πρ for the joint law of (X, X̄), when the corresponding SDEs are driven by a ρ-correlated

Wiener process. By Proposition B.2, we have convergence of πρ,n to πρ in the p-Wasserstein

distance on P(Ω × Ω) with respect to the sup-norm. Embedding P(Ω × Ω) into P(Ω̂ × Ω̂), we

thus have convergence of πρ,n to πρ in the p-Wasserstein distance on P(Ω̂× Ω̂) with respect to the

Lp-norm (as defined in (2.4)), which verifies (2.5) and thus completes the proof. □

Remark 2.10. Whenever (W, W̄ ) is a ρ-correlated Wiener process defined on some stochastic

basis, under Assumption 2.8 (iv), one can uniquely construct a strong solution (X, X̄) of the system

(2.1) driven by (W, W̄ ) on the same stochastic basis. We also note that 2.8 (iv) can be weakened to

pathwise uniqueness only. Indeed, weak existence is guaranteed already by Assumption 2.8 (i)–(iii)

and a classical result of Skorokhod (e.g. adapting the proof of [28, Theorem 21.9] to coefficients with

linear growth) and so the Yamada-Watanabe criterion [28, Lemma 21.17] applies. Note finally that

continuity of b, b̄,σ, σ̄ is implied by the convergence (2.9) and so we could drop Assumption 2.8.(ii)

from our assumptions. We keep this assumption, however, to make it transparent that the stability

result of Corollary 2.9 cannot be applied to coefficients with discontinuities.

2.3. Approximation of SDEs in adapted Wasserstein distance. We next make use of Propo-

sition 2.2 to prove a more general version of Theorem 1.4 on the approximation of the laws of SDEs

in adapted Wasserstein distance. For p ≥ 1, and π,π′ ∈ P(Ω×Ω) with finite pth moment, we define

the adapted p-Wasserstein distance between π and π′ analogously to (1.2); specifically, defining

the set of bicausal couplings, Cplbc(π,π
′), analogously to Definition 1.1 when Ω × Ω is equipped

with the product filtration, AWp(π,π
′) is given by (2.4) when replacing the set Cpl(π,π′) by

Cplbc(π,π
′).

Theorem 2.11. Suppose that for some p ≥ 1, b, b̄ : C([0, 1],R) → R, σ, σ̄ : C([0, 1],R) → R+

there exist p-integrable unique strong solutions (X, X̄) of (2.1). Suppose also that, for all h > 0,

and bh, b̄h : C([0, 1]) → R, σh, σ̄h : C([0, 1],R) → R there exist p-integrable unique strong solutions

(Xh, X̄h) of (2.1). Moreover, suppose that Xh → X and X̄ → X̄h in Lp.

Then, for any bicausal coupling π ∈ Cplbc(Law(X),Law(X̄)), there exists a probability space

supporting a correlated Wiener process (W, W̄ ) such that, for πh equal to the joint law of (Xh, X̄h)

driven by (W, W̄ ), we have limh→0 AWp(π
h,π) = 0.

Remark 2.12. Under Lipschitz conditions on the coefficients of the SDE (1.3), the Euler–Maruyama

scheme (1.4) converges to the unique solution of (1.3) in Lp, for all p ≥ 1 (see, e.g. [30]), and so
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Theorem 2.11 implies the result of Theorem 1.4. Under the same conditions, the monotone Euler–

Maruyama scheme that we develop below in Definition 3.10 also converges to the solution of (1.3)

in Lp, for all p ≥ 1.

Proof of Theorem 2.11. Take π ∈ Cplbc(Law(X),Law(X̄)). By Proposition 2.2, there exists a

correlated Wiener process (W, W̄ ) such that π is the joint law of (X, X̄) driven by (W, W̄ ). Take

(Xh, X̄h) driven by (W, W̄ ). Then Law((Xh, X̄h), (X, X̄)) ∈ Cplbc(π
h,π). Indeed, for t ∈ [0, 1],

and any bounded measurable f : C([0, t],R)× C([0, t],R) → R,

E
󰁫
f((Xh

s , X̄
h
s )s∈[0,t]) | FX

1 ⊗ F X̄
1

󰁬

= E
󰁫
E
󰁫
f((Xh

s , X̄
h
s )s∈[0,t]) | (FX

t ⊗ F X̄
t ) ∨ σ{(Wu −Wt, W̄u − W̄t) : u ∈ (t, 1]}

󰁬
| FX

1 ⊗ F X̄
1

󰁬

= E
󰁫
E
󰁫
f((Xh

s , X̄
h
s )s∈[0,t]) | FX

t ⊗ F X̄
t

󰁬
| FX

1 ⊗ F X̄
1

󰁬

= E
󰁫
f((Xh

s , X̄
h
s )s∈[0,t]) | FX

t ⊗ F X̄
t

󰁬
,

where the second equality follows from the fact that σ{(Wu − Wt, W̄u − W̄t) : u ∈ (t, 1]} is inde-

pendent of (Xh
s , X̄

h
s )s∈[0,t] and FX

t ⊗ F X̄
t . This implies causality in one direction. Since the roles

of (Xh, X̄h) and (X, X̄) are symmetric in this calculation, we have bicausality.

Finally, using the convergence in Lp combined with the same arguments as used in Corollary 2.7,

we conclude that AWp(Law(X
h, X̄h),π) converges to zero, as h → 0. □

3. The synchronous coupling: Properties and optimality

We now return to the setting of SDEs with time-homogeneous Markovian coefficients. Specif-

ically, we consider functions b : R → R and σ : R → R+ such that there exists a unique strong

solution of the SDE (1.3); we write µb,σ for its law. Without loss of generality, we suppose that all

SDEs start from the same initial value x0 and so we omit x0 from any notation.

In order to define the synchronous coupling between any two such laws, say µ = µb,σ and

ν = µb̄,σ̄, consider the system of SDEs, defined for t ∈ [0, 1],

dXt = b(Xt)dt+ σ(Xt)dWt; X0 = x0,

dX̄t = b̄(X̄t)dt+ σ̄(X̄t)dW̄t; X̄0 = x0.
(3.1)

We then define the synchronous coupling πsync
µ,ν ∈ Cplbc(µ, ν) as follows:4 Set W̄ = W and let

(Xsync, X̄sync) be the strong solution of (3.1) driven by (W,W ). Then the synchronous coupling

is defined as the joint law,

πsync
µ,ν := Law(Xsync, X̄sync).

We will also refer to the coupling obtained via the above procedure with W̄ = −W as the anti-

synchronous coupling, πasync
µ,ν .

The main aim of this section is to establish the optimality of the synchronous coupling for the

adapted Wasserstein distance between laws of SDEs for which pathwise uniqueness holds and whose

coefficients are continuous and have linear growth. We also establish this result for a particular

class of coefficients which allows for discontinuities in the drift coefficient. As part of our analysis,

we also provide an optimality result for the Knothe–Rosenblatt rearrangement and establish the

link to the synchronous coupling.

3.1. The Knothe–Rosenblatt rearrangement. The Knothe–Rosenblatt rearrangement (also

known as the Knothe–Rosenblatt coupling or quantile transformation) was introduced indepen-

dently by Rosenblatt [42] and Knothe [31], and can be seen as a multidimensional extension of the

4If one drops the assumption that σ, σ̄ are both positive, one could recover the results of this paper by redefining
the synchronous coupling to be the one induced by (W, W̄ ) with correlation sign(σσ̄).
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monotone rearrangement; we illustrate this coupling in Figure 1. The aim here is to investigate its

optimality properties. To this end, we first introduce some notation.

For a probability measure µ on R, the cumulative distribution function Fµ : R → [0, 1], is given

by

Fµ(u) = µ(−∞, u], u ∈ R.

The quantile function F−1
µ : [0, 1] → R is defined as its left-continuous inverse; that is, F−1

µ (y) =

inf{u ∈ R : Fµ(u) ≥ y}. Given two probability measures µ, ν on R, recall that µ is said to dominate

ν in first order stochastic dominance if Fµ(u) ≤ Fν(u), for all u ∈ R.
Given a probability measure µ on Rn, n ∈ N, let µ1 be its marginal distribution onto the first

component and write µx1,...,xk
, x1, . . . , xk ∈ R, k = 1, . . . , n−1, for the one-dimensional conditional

distribution in the (k + 1)th coordinate given the first k coordinates; that is

µ(dx1, . . . , dxn) = µ1(dx1)µx1
(dx2) . . . µx1,...,xn−1

(dxn).(3.2)

If µ defines a Markov process, then the transition kernels µx1,...,xk
, k = 1, . . . , n − 1, will only

depend on xk but we keep writing out the full tuple for notational reasons.

Two functions f, g : R → R are called co-monotone in each of the following three cases: f and

g are both increasing, f and g are both decreasing, or one of f and g is constant and the other is

arbitrary. Here, and throughout the paper, we use the terms increasing and decreasing in a weak

sense; we do not require strict monotonicity.

We are now ready to define the Knothe–Rosenblatt rearrangement:

Definition 3.1 (Knothe–Rosenblatt rearrangement). Given probability measures µ, ν on Rn,

let U1, . . . , Un be independent uniform random variables on [0, 1], define X1 = F−1
µ1

(U1), Y1 =

F−1
ν1

(U1), and, for k = 2, . . . , n, define inductively the random variables

Xk = F−1
µX1,...,Xk−1

(Uk), Yk = F−1
νY1,...,Yk−1

(Uk).

The Knothe–Rosenblatt rearrangement between the marginals µ and ν is then given by

πKR
µ,ν := Law(X1, . . . , Xn, Y1, . . . , Yn).

If µ is absolutely continuous with respect to the Lebesgue measure, then πKR
µ,ν is induced by the

Monge map (x1, . . . , xn) 󰀁→ T (x1, . . . , xn) = (T 1(x1), T
2(x2;x1), . . . , T

n(xn;x1 . . . , xn−1)) given by

T 1(x1) = F−1
ν1

◦ Fµ1(x1) and, for k = 2, . . . , n,

T k(xk;x1, . . . , xk−1) = F−1
ν
T1(x1),...,Tk−1(xk−1;x1,...,xk−2)

◦ Fµx1,...,xk−1
(xk).

Remark 3.2. The following condition is equivalent to the condition in Definition 3.1: For inde-

pendent uniform random variables U1, . . . , Un on [0, 1], we have the representation

X = (T1(U1), T2(U2;X1), . . . , Tn(Un;X1, . . . , Xn−1)),

Y = (S1(U1), S2(U2;Y1), . . . , Sn(Un;Y1, . . . , Yn−1)),

where the functions Ti, Si are co-monotone in their first argument, for all i = 1, . . . , n.

For Markov processes, there is a notion of stochastic monotonicity going back to Daley [19].

The following definition generalises this concept to arbitrary processes.

Definition 3.3 (stochastic co-monotonicity). A probability measure µ on Rn (or a stochastic

process with law µ) is stochastically increasing (resp. decreasing) if, for k = 1, . . . , n− 1, the map

(x1, . . . , xk) 󰀁→ µx1,...,xk
is increasing (resp. decreasing) in first order stochastic dominance on P(R)

with respect to the product order on Rk.5

5I.e. µx̄1,...,x̄k dominates µx1,...,xk in first order stochastic dominance for any (x1, . . . , xk), (x̄1, . . . , x̄k) ∈ Rk with
xi ≤ x̄i, for all i = 1, . . . , k.
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We say that two probability measures on Rn are stochastically co-monotone if they are both

stochastically increasing, both stochastically decreasing, or one is both stochastically increasing

and decreasing and the other is arbitrary.

Our next result relates the concept of stochastic monotonicity to the optimality of the Knothe–

Rosenblatt rearrangement for a class of discrete-time bicausal transport problems. This result

forms the basis for our proof of optimality of the synchronous coupling in continuous time. For the

particular case of a two-period problem and a cost function of the form c(x, y) = f(x−y), x, y ∈ R,
for some convex function f , the result was established in [43, Corollary 2]; for the same type of cost

functions and multi-period Markov processes, the result was established in [5, Proposition 5.3]; see,

however, Remark 3.5 below.

For probability measures µ, ν on Rn, n ∈ N, we define the set Cplbc(µ, ν) of bicausal couplings

analogously to Definition 1.1 and, for p ≥ 1, we write µ ∈ Pp(Rn) if µ has finite pth moment.

Proposition 3.4 (optimality of Knothe–Rosenblatt). For p ≥ 1 and n ∈ N, let µ, ν ∈ P(Rn) be

stochastically co-monotone. Suppose that c : R× R → R satisfies (2.3) for some K > 0, and that

(3.3) c(x, y) + c(x̄, ȳ)− c(x, ȳ)− c(x̄, y) ≤ 0, for all x ≤ x̄, y ≤ ȳ.

Then the Knothe–Rosenblatt rearrangement between µ and ν is optimal for the bicausal transport

problem

inf
π∈Cplbc(µ,ν)

󰁝 n󰁛

k=1

c(xk, yk)π(dx, dy).(3.4)

Proof. Similarly to (3.2), we identify each measure π on Rn × Rn with its associated sequence of

consecutive disintegration kernels

π(dx1, . . . , dxn, dy1, . . . , dyn) = π1(dx1, dy1)πx1,y1(dx2, dy2) . . .πx1:n−1,y1:n−1(dxn, dyn),(3.5)

where we use the shorthand notation x1:k for x1, . . . , xk, and analogously for the y-component. By

[5, Proposition 5.1], π ∈ Cplbc(µ, ν) if and only if π1 ∈ Cpl(µ1, ν1) and πx1:k,y1:k
∈ Cpl(µx1:k

, νy1:k
),

for k = 1, . . . , n−1. This allows us to solve the optimisation problem (3.4) by backward induction.

Define vn(x1:n, y1:n) ≡ 0 and, for k = 2, . . . , n, define vk−1 inductively by

vk−1(x1:k−1, y1:k−1)= inf
π∈Cpl(µx1:k−1

,νy1:k−1)

󰁝
c(xk, yk) + vk(x1:k, y1:k) π(dxk, dyk).(3.6)

Then, by [5, Proposition 5.2], the value of problem (3.4) is given by v0 = infπ∈Cpl(µ1,ν1)

󰁕
c(x1, y1)+

v1(x1, y1) π(dx1, dy1), and (3.4) admits a minimiser π, which is obtained from the sequence of

locally optimal disintegration kernels via (3.5).

For k = n, Cambanis, Simons, and Stout [16, Theorem 2] implies that the infimum in (3.6)

is attained by the monotone rearrangement between µx1:xn−1 and νy1:yn−1 , since c satisfies (3.3).

Therefore

vn−1(x1:n−1, y1:n−1) =

󰁝 1

0

c
󰀓
F−1
µx1:xn−1

(u), F−1
νy1:yn−1

(u)
󰀔
du.

For k = n − 1, the assumption of stochastic monotonicity gives that xn−1 󰀁→ F−1
µx1:xn−1

(u) and

yn−1 󰀁→ F−1
νy1:yn−1

(u) are co-monotone for any x1:n−2, y1:n−2 and u ∈ [0, 1]. We also observe that

(3.3) is a linear constraint and that, if c satisfies (3.3) and f, g : R → R are co-monotone, then

(x, y) 󰀁→ c(f(x), g(y)) also satisfies (3.3). Thus (xn−1, yn−1) 󰀁→ c(xn−1, yn−1)+vn−1(x1:n−1, y1:n−1)

satisfies (3.3) for any x1:n−2, y1:n−2. As a consequence, the monotone rearrangement again attains
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the infimum on the right-hand side of (3.6), and so

vn−2(x1:n−2, y1:n−2) =

󰁝 1

0

󰀝
c
󰀓
F−1
µx1:xn−2

(s), F−1
νy1:yn−2

(s)
󰀔

+

󰁝 1

0

c
󰀓
F−1
µx1:xn−2,xn−1

(u), F−1
νy1:yn−2,yn−1

(u)
󰀔
du

󰀏󰀏󰀏
(xn−1,yn−1)=

󰀓
F−1

µx1:xn−2
(s),F−1

νy1:yn−2
(s)

󰀔

󰀞
ds.

For k = n − 2, the assumption of stochastic monotonicity gives that xn−2 󰀁→ µx1:xn−2 and

yn−2 󰀁→ νy1:yn−2 as well as (xn−2, xn−1) 󰀁→ µx1:xn−2,xn−1 and (yn−2, yn−1) 󰀁→ νy1:yn−2,yn−1 are

co-monotone for any x1:n−3, y1:n−3. Using once again the fact that (3.3) is a linear constraint

which is preserved under compositions with co-monotone functions, we have that (xn−2, yn−2) 󰀁→
c(xn−2, yn−2)+vn−2(x1:n−2, y1:n−2) satisfies (3.3), and so the monotone rearrangement attains the

infimum on the right-hand side of (3.6).

By induction, the analogous conclusion holds for k = 1, . . . , n − 3, and we conclude that the

Knothe–Rosenblatt rearrangement attains the infimum in (3.4). □

Remark 3.5. For Markov processes the assumption of stochastic co-monotonicity reduces to

requiring xk 󰀁→ µx1,...,xk
and xk 󰀁→ νx1,...,xk

to be co-monotone, k = 1, . . . , n − 1, (since µx1,...,xk

only depends on xk). In general, however, this property is not sufficient to ensure optimality of

the Knothe–Rosenblatt rearrangement. Indeed, consider the following marginals which satisfy this

property but are not stochastically co-monotone in the sense of Definition 3.3: µ = 1
4 (δ(1,2,7) +

δ(1,0,5) + δ(−1,0,−5) + δ(−1,−2,−7)) and ν = 1
4 (δ(1,2,−5) + δ(1,0,−7) + δ(−1,0,7) + δ(−1,−2,5)). For the

cost c(x, y) = |x − y|, the Knothe–Rosenblatt rearrangement induces a cost of 12, while one can

find another bicausal coupling that induces a cost of 4. This example reveals that the conclusion

of [5, Proposition 5.3] does not hold under the stated assumptions. In Proposition 3.4 above, we

correct and extend this result.

Remark 3.6. A well-studied example of a cost function satisfying the above conditions is given

by c(x, y) = |x− y|p, x, y ∈ R, for some p ≥ 1. In this case, for µ, ν measures on Rn with finite pth

moment, the infimum in Proposition 3.4 is the discrete-time adapted Wasserstein distance

AWp
p (µ, ν) = inf

π∈Cplbc(µ,ν)

󰁝 n󰁛

k=1

|xk − yk|p π(dx, dy);

cf. [7, Eq. (6)].

Remark 3.7. The proof of Proposition 3.4 can be seen as a discrete-time analogue of the proof of

optimality of the synchronous coupling in Bion-Nadal and Talay [15]. Indeed, both proofs are based

on dynamic programming arguments. More precisely, under sufficient regularity assumptions, the

crucial observation in the verification argument of [15] is that the second order cross-derivative of

the value function is negative, while the algebraic analogue (3.3) of this condition appears in the

induction step in the proof of Proposition 3.4.

Remark 3.8. Note that the finite-dimensional distributions of any continuous strong Markov

process are stochastically increasing, as was shown in Beiglböck, Pammer, and Schachermayer [11,

Proposition 5.2] by use of a coupling argument originating from Hobson [24].

3.2. A monotone numerical scheme. In this section, we seek to discretise the SDEs (3.1) via a

numerical scheme which is stochastically monotone; in light of Corollary 2.7 and Proposition 3.4,

this will lead to a discrete-time bicausal transport problem whose value converges to that of our

continuous-time problem. We make the following observation.

Remark 3.9. Recall the Euler–Maruyama scheme for the SDE (1.3) with coefficients b : R → R,
σ : R → R+ driven by a Wiener process W , as defined in (1.4):
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For N ∈ N, let h = 1/N and Xh
0 = x0. Then, for each k = 0, . . . , N − 1 and t ∈ (kh, (k + 1)h],

define

(3.7) Xh
t = Xh

kh + (t− kh)b(Xh
kh) + σ(Xh

kh)(Wt −Wkh).

We call the process (Xh
t )t∈[0,1] the Euler–Maruyama scheme and refer to (Xh

kh)k∈{0,...,N−1} as the

discrete-time Euler–Maruyama scheme.

Now suppose that b is Lipschitz, with Lipschitz constant C, and that σ is constant. Then,

for h < C−1, the process (Xh
kh)k∈{0,...,N−1} is stochastically increasing. Indeed the function x 󰀁→

x+ hb(x) is increasing and so, for a ∈ R and x < x′,

P
󰀅
x+ hb(x) + σ(W(k+1)h −Wkh) ≤ a

󰀆
≥ P

󰀅
x′ + hb(x′) + σ(W(k+1)h −Wkh) ≤ a

󰀆
.

When we take a non-constant diffusion coefficient σ, the above discrete-time Euler–Maruyama

scheme may no longer be stochastically monotone. We therefore define the following variant of the

Euler–Maruyama scheme, in which the Brownian increments are truncated, such that we recover

the desired stochastic monotonicity.

Let W be a standard one-dimensional Wiener process, let h > 0, and define the truncation level

Ah := 4
√
−h log h. Let Wh

0 = 0. For each k = 0, 1, . . . , define the stopping time τhk to be the first

time after kh that the Brownian increment (W· −Wkh) leaves the interval (−Ah, Ah), and define

Wh
t := Wh

kh + (W· −Wkh)t∧τh
k
, for t ∈ (kh, (k + 1)h].

Definition 3.10 (monotone Euler–Maruyama scheme). Consider the SDE (1.3) for some coeffi-

cients b : R → R, σ : R → R+ and a Wiener process W . Fix N ∈ N, h = 1
N , and define Wh as

above. Let Xh
0 = x0. Then, for each k = 0, . . . , N − 1 and t ∈ (kh, (k + 1)h], define

Xh
t := Xh

kh + (t− kh)b(Xh
kh) + σ(Xh

kh)(W
h
t −Wh

kh).

We call the process (Xh
t )t∈[0,1] themonotone Euler–Maruyama scheme and refer to (Xh

kh)k∈{0,...,N−1}

as the discrete-time monotone Euler–Maruyama scheme.

We now verify that, for Lipschitz coefficients and sufficiently small h > 0, the discrete-time

monotone Euler–Maruyama scheme is stochastically monotone.

Lemma 3.11. Suppose that the coefficients b and σ in (1.3) are Lipschitz. Then, for sufficiently

small h > 0, the discrete-time monotone Euler–Maruyama scheme (Xh
kh)k∈{0,...,N−1} for (1.3) is

stochastically increasing.

Proof. Let x, x′ ∈ R such that x < x′ and let k ∈ {0, . . . , N − 2}. Define the random variables

Y = x + hb(x) + σ(x)(Wh
(k+1)h − Wh

kh) and Y ′ = x′ + hb(x′) + σ(x′)(Wh
(k+1)h − Wh

kh). Then,

letting C0 and C1 be the Lipschitz constants of b and σ, respectively, and using the bound on the

truncated Brownian increment, we have

Y ′ − Y ≥ (1− hC0 −AhC1)(x
′ − x).

Noting that limh→0 Ah = 0, we can choose h sufficiently small that 1 − hC0 − AhC1 > 0, and

conclude that we have the desired ordering, in first order stochastic dominance, of Y and Y ′. □

Combined with Proposition 3.4, Lemma 3.11 implies that, for the adapted Wasserstein distance

between the laws of two discrete-time monotone Euler–Maruyama schemes, the Knothe–Rosenblatt

rearrangement is an optimiser, when all coefficients are Lipschitz. Next we show that, for two SDEs

driven by a common Wiener process, the joint law of the discrete-time monotone Euler–Maruyama

schemes coincides with the Knothe–Rosenblatt rearrangement between the laws of the two schemes.

Lemma 3.12. Fix a Wiener process W and consider the SDEs (3.1) driven by the common

Wiener process W — i.e. W̄ = W in (3.1). For h > 0, let Xh, X̄h be the associated discrete-time
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monotone Euler–Maruyama schemes, and write µh, νh for their respective laws. Then the joint

law Law(Xh, X̄h) is equal to the Knothe–Rosenblatt rearrangement πKR
µh,νh between µh and νh.

Proof. Let N ∈ N and h = 1
N . Fix k ∈ {0, . . . , N−2} and write ∆kW

h for the truncated increment

Wh
(k+1)h − Wh

kh of the Wiener process. Then, since σ, σ̄ are non-negative functions, the maps

∆kW
h 󰀁→ Xh

(k+1)h, given by Xh
(k+1)h = Xh

kh + hb(Xh
kh) + σ(Xh

kh)∆kW
h, and ∆kW

h 󰀁→ X̄h
(k+1)h,

given by X̄h
(k+1)h = X̄h

kh + hb̄(X̄h
kh) + σ̄(X̄h

kh)∆kW
h, are both increasing. Since we take the same

random variables ∆kW
h, k = 0, . . . , N − 2, for both Xh and X̄h, the characterisation of the

Knothe–Rosenblatt rearrangement given in Remark 3.2 implies that the joint law of Xh and X̄h

coincides with the Knothe–Rosenblatt rearrangement between µh and νh. □

We finally establish that the monotone scheme converges in the Lp-norm to the solution of the

SDE; the proof is deferred to Appendix A.

Proposition 3.13. Let p ≥ 1. Suppose that the coefficients b and σ in (1.3) are Lipschitz and

denote by X its unique strong solution. Consider the associated monotone Euler–Maruyama scheme

Xh given in Definition 3.10. Then we have the Lp-convergence

lim
h→0

E
󰀗
sup

0≤t≤1
|Xh

t −Xt|p
󰀘
= 0,

and the associated discrete-time monotone Euler–Maruyama scheme converges to X in Lp, in the

sense that

lim
h→0

E

󰀥
N−1󰁛

k=0

󰁝 (k+1)h

kh

|Xh
kh −Xt|pdt

󰀦
= 0.

Remark 3.14. Milstein et al. [36] proved Lp-convergence of a Milstein scheme with a truncated

Gaussian driving noise, for SDEs with sufficiently regular coefficients. A fully implicit Euler–

Maruyama scheme with the same truncated noise was also introduced in [36], but no general

convergence result was given. Seemingly independently, Liu and Pagès [35] proved Lp-convergence

of an Euler–Maruyama scheme with truncated Brownian increments for McKean–Vlasov equations.

Since the first version of the present article appeared online, Jourdain and Pagès [26] also proved

the Lp-convergence of a similar Euler–Maruyama scheme with truncated Brownian increments,

allowing also for time-dependent coefficients. In [26, 35], the authors exploit a monotonicity prop-

erty similar to Lemma 3.11 in order to study the (monotone) convex ordering of continuous-time

processes.

In view of Theorem 2.11 and Remark 2.12, our particular choice of continuous-time scheme

leads to approximation in the adapted Wasserstein distance, and not only the Lp-convergence that

we prove in Proposition 3.13. We note that, as in [36], the truncation level Ah is chosen in such a

way that the moments of the error introduced by the truncation decay sufficiently fast as h → 0.

We are now ready to prove the following result, which implies the conclusion of Theorem 1.3

when the coefficients in (3.1) are Lipschitz.

Proposition 3.15. Let b, b̄ : R → R and σ, σ̄ : R → R+ be Lipschitz continuous. For N ∈ N, set
h = 1

N and let µh, νh be the laws of the discrete-time monotone Euler–Maruyama schemes for

(3.1). Then, for c : R × R → R continuous and satisfying (2.3) and (3.3), for some p ≥ 1 and

K > 0,

lim
h→0

inf
π∈Cplbc(µ

h,νh)
h

󰁝 N−1󰁛

k=0

c(xk, x̄k)dπ = inf
π∈Cplbc(µb,σ,µb̄,σ̄)

󰁝󰁝 1

0

c(ωt, ω̄t)dt dπ;

moreover, the infimum on the right hand side is attained by the synchronous coupling.
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Remark 3.16. Note that, under the Lipschitz conditions on the coefficients, there exist p-

integrable unique strong solutions of the SDEs (3.1), for p ≥ 1; see Remark A.1. Also, according

to Lemma A.8, the associated monotone Euler–Maruyama schemes are bounded in Lp, p ≥ 1. The

bicausal optimal transport problems in the statement of Proposition 3.15 are therefore well-defined.

Proof of Proposition 3.15. Let Xh, X̄h : Ω → Ω̂ be measurable maps defining constant interpola-

tions of the monotone Euler–Maruyama schemes for (3.1). That is, for any k ∈ {0, . . . , N − 1} and

t ∈ [kh, (k + 1)h), and for any Wiener process W , (Xh ◦ W )t and (X̄h ◦ W )t coincide with the

respective monotone Euler–Mauryama schemes driven by W at time kh. Then, for any correlated

Wiener process (W, W̄ ), defining π := Law(((Xh ◦W )kh)k∈{0,...,N−1}, ((X̄
h ◦ W̄ )kh)k∈{0,...,N−1}),

(3.8)

󰁝
h

N−1󰁛

k=0

c(xk, yk)π(dx, dy) = E
󰀗󰁝 1

0

c((Xh ◦W )t, (X̄
h ◦ W̄ )t)dt

󰀘
,

and π ∈ Cplbc(µ
h, νh). By Lemma 3.11 and Proposition 3.4, for h > 0 sufficiently small, the

Knothe–Rosenblatt rearrangement πKR
µh,νh attains the infimum

(3.9) inf
π∈Cplbc(µ

h,νh)

󰁝
h

N−1󰁛

k=0

c(xk, yk)π(dx, dy).

Moreover, by Lemma 3.12, πKR
µh,νh = Law(((Xh ◦ W )kh)k∈{0,...,N−1}, ((X̄

h ◦ W )kh)k∈{0,...,N−1}).

Hence the perfectly correlated Wiener process (W,W ) attains the infimum taken over all correlated

Wiener processes on the right-hand side of (3.8), and this infimum coincides with (3.9).

By Proposition 3.13, for any Wiener process W , Xh ◦W converges in Lp to Xb,σ driven by W ,

and analogously for X̄h. Hence we can conclude by Corollary 2.7. □

The above result shows that the continuous-time adapted Wasserstein distance between laws

of solutions of (3.1) with Lipschitz coefficients is the limit of discrete-time adapted Wasserstein

distances, each of which are attained by the Knothe–Rosenblatt rearrangement; meanwhile, the

synchronous coupling attains the continuous-time adapted Wasserstein distance. For this reason,

we argue that the synchronous coupling can be viewed as a continuous-time analogue of the Knothe–

Rosenblatt rearrangement.

3.3. AWp between laws of SDEs with continuous coefficients. In this section, we complete

the proof of Theorem 1.3 under Assumption 1.2; that is, we relax the above Lipschitz assumption

and show optimality of the synchronous coupling for the adapted Wasserstein distance between

laws of SDEs for which pathwise uniqueness holds and whose coefficients are continuous and have

linear growth.

We start by making some remarks on Assumption 1.2 and providing examples of coefficients

that satisfy this assumption.

Remark 3.17. Under Assumption 1.2, strong existence is guaranteed for the SDEs (3.1). Indeed,

by a result of Skorokhod [44], there exist weak solutions of the SDEs under the given continuity

and linear growth assumptions on the coefficients. Then, by the Yamada-Watanabe criterion [29,

Ch. 5, Corollary 3.23], the combination of pathwise uniqueness and weak existence implies the

existence of strong solutions. We refer to [18] for an example of a Markovian SDE for which strong

existence does not hold.

Remark 3.18. Assumption 1.2 is satisfied, for example, in the following cases:

(i) b, b̄,σ, σ̄ are Lipschitz [17, Proposition 1.9 (Itô)] — see Proposition 3.15;

(ii) b, b̄,σ, σ̄ are continuous and bounded, σ, σ̄ are 1
2 -Hölder continuous and bounded below by

a positive constant [17, Proposition 1.10 (Zvonkin)] — see Proposition 3.24;
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(iii) b, b̄,σ, σ̄ are continuous with linear growth, σ, σ̄ are strictly positive and 1
2 -Hölder con-

tinuous, and b/σ2, b̄/σ̄2 are locally Lebesgue-integrable [17, Proposition 1.11 (Engelbert–

Schmidt)];

(iv) b, b̄ are Lipschitz, σ, σ̄ have linear growth and are uniformly continuous with a strictly in-

creasing modulus of continuity h : R+ → R satisfying
󰁕 0+

0
h−2(x)dx = +∞ [17, Proposition

1.12 (Yamada–Watanabe)].

We are now ready to provide the following theorem, which, in particular, implies our main

result, Theorem 1.3.

Theorem 3.19. Suppose that (b,σ) and (b̄, σ̄) satisfy Assumption 1.2. Let c : R × R → R be

continuous and satisfy (2.3) and (3.3), for some p ≥ 1 and K > 0. Then the synchronous coupling

attains the following infimum:

inf
π∈Cplbc(µb,σ,µb̄,σ̄)

󰁝󰁝 1

0

c(ωt, ω̄t)dt dπ.

If the inequality in (3.3) is reversed, then this infimum is attained by the anti-synchronous coupling.

Proof. Under Lipschitz conditions on the coefficients of the SDEs (3.1), we have already proved

the conclusion of the theorem in Proposition 3.15. Now suppose that the more general condition

of Assumption 1.2 is satisfied, namely that the coefficients are continuous with linear growth,

and that pathwise uniqueness holds. Then, according to Remark 2.10, the SDEs (3.1) satisfy

Assumption 2.8, where the coefficients b, b̄,σ, σ̄ now are Markovian and time-homogeneous and we

identify, for example, b(t,ω) = b(ωt), t ∈ [0, 1], ω ∈ Ω. We can approximate (b, b̄,σ, σ̄) locally

uniformly by a sequence of Lipschitz functions (bn, b̄n,σn, σ̄n)n∈N on R, which all satisfy the same

linear growth bound. Note that locally uniform convergence of the Markovian coefficients implies

convergence in the sense of (2.9). Defining µn, νn as the laws of Xbn,σn

, X b̄n,σ̄n

, we have by

Proposition 3.15 that the synchronous coupling πsync
µn,νn attains the infimum for the corresponding

bicausal transport problem. The first part thus follows by Corollary 2.9. Finally, if c satisfies (3.3)

with the inequality reversed, then Proposition 3.4 and Lemma 3.12, and thus Proposition 3.15,

hold with obvious modifications and the last part then follows by use of the same arguments as

used above. □

Remark 3.20. We note that we can further extend Theorem 1.3 by combining different sets

of assumptions. If the coefficients (b,σ) satisfy Assumption 1.2 and the coefficients (b̄, σ̄) satisfy

Assumption 3.22 (or vice-versa), then the conclusion of Theorem 1.3 still holds, by the following

reasoning.

Suppose that (b̄, σ̄) satisfy Assumption 3.22. If (b,σ) are Lipschitz, then by examining the proofs

of Proposition 3.15 and Proposition 3.24, it is straightforward to see that the result still holds.

Now suppose that (b,σ) satisfy Assumption 1.2 but are not Lipschitz. We then need to adapt

the stability result of Proposition B.2 because the coefficients (b̄, σ̄) may not be continuous. As

before, we can approximate (b,σ) by Lipschitz functions in the sense of (2.9). On the other hand,

we fix the constant sequence (b̄n, σ̄n) = (b̄, σ̄), for all n ∈ N. Then, after applying Skorokhod’s

representation theorem, we apply Lusin’s theorem for a second time, in order to find a continuous

function that coincides with b̄ on a set of arbitrarily large measure, with respect to the law of the

fixed process X b̄,σ̄. We can then follow the remainder of the proof as above.

Remark 3.21 (time-dependent coefficients). One can also extend Theorem 1.3 to the time-

inhomogeneous case. In particular, assuming that the coefficients are Lipschitz in space uniformly

in time, Lipschitz in time uniformly in space, and have linear growth in space, the proofs in Sec-

tion 2 and Section 3 remain valid with only minor modifications. In this case, the monotone
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Euler–Maruyama scheme should be modified such that the expression for Xh
t in Definition 3.10 is

replaced by Xh
t = Xh

kh + (t− kh)b(kh,Xh
kh) + σ(kh,Xh

kh)(W
h
t −Wh

kh). Under the given conditions

on the coefficients, the corresponding standard Euler–Maruyama scheme converges in L2 by [30,

Theorem 10.2.2] and one can deduce Lp convergence of the monotone scheme, for any p ≥ 1, as

in Section 3.2. Further, the above stability argument still applies and also allows us to pass to

coefficients that are only continuous in time. Therefore Theorem 1.3 holds under Assumption 1.2

for time-dependent coefficients that are also continuous in time.

3.4. Extension to discontinuous drifts. In this section, we establish the conclusion of The-

orem 1.3 under a different set of assumptions, which allows for discontinuities in the drift. For

further results in this direction, see the follow-up work [41]. For the coefficients under considera-

tion, we are able to employ a similar approach as used for the case of Lipschitz coefficients above.

Specifically, we first apply a Zvonkin-type transformation to remove the drift and then use the

monotone Euler–Maruyama scheme for the resulting martingales which feature Lipschitz diffusion

coefficients. To this end, we work under the following assumption.

Assumption 3.22. Suppose that the coefficients b, b̄,σ, σ̄ of the SDEs (3.1) satisfy the following

conditions:

(i) b, b̄ are bounded and measurable;

(ii) σ, σ̄ are bounded, uniformly positive and Lipschitz continuous; and

(iii) b/σ2, b̄/σ̄2 are Lebesgue-integrable.

Remark 3.23. By Zvonkin’s theorem [48], there exist unique strong solutions (Xt)t≥0, (X̄t)t≥0

of the SDEs (3.1) under Assumption 3.22 (i)–(ii). In fact, for well-posedness of the SDEs, the

Lipschitz continuity can be weakened to 1
2 -Hölder continuity, but we will make use of the Lipschitz

condition later on in order to apply the monotone Euler–Maruyama scheme.

Proposition 3.24. Suppose that (b,σ) and (b̄, σ̄) satisfy Assumption 3.22. Let c : R × R → R be

continuous and satisfy (2.3) and (3.3), for some p ≥ 1 and K > 0. Then, the synchronous coupling

attains the following infimum:

inf
π∈Cplbc(µb,σ,µb̄,σ̄)

󰁝󰁝 1

0

c(ωt, ω̄t)dt dπ.

In particular, for any p ≥ 1, the synchronous coupling attains the infimum in AWp(µ
b,σ, µb̄,σ̄).

To prove this result, we use exactly the drift-removing transformation introduced by Zvonkin in

[48] to prove existence and uniqueness of strong solutions. Define the increasing map T : R → R+

by

T (x) :=

󰁝 x

x0

exp

󰀝
−2

󰁝 z

x0

b(y)

σ2(y)
dy

󰀞
dz, x ∈ R,

and let Yt := T (Xt), for t ∈ [0, 1], where X is the unique strong solution of (1.3) with coefficients

b,σ. Then, by Itô’s formula, Y solves the SDE

(3.10) dYt = (σT ′) ◦ T−1(Yt)dWt; Y0 = T (x0).

Lemma 3.25. Suppose that b : R → R is bounded and measurable, and that σ : R → R+ is bounded,

uniformly positive, and Lipschitz. Then the map (σT ′) ◦ T−1 : R → R+ is Lipschitz.

Proof. For x1, x2 ∈ R, we are required to show that there is some constant K > 0 such that

|σ(x2)T
′(x2)− σ(x1)T

′(x1)| ≤ K|T (x2)− T (x1)|.

Since σ is Lipschitz, there exists a Lebesgue-almost everywhere derivative σ′ that is Lebesgue-

almost surely bounded by the Lipschitz constant Kσ of σ. Hence σT ′ is also Lebesgue-almost



ADAPTED WASSERSTEIN DISTANCE FOR SDES 21

surely differentiable, and its derivative satisfies

(σT ′)′(x) = σ′(x) exp

󰀝
−2

󰁝 x

x0

b(y)

σ2(y)
dy

󰀞
− 2

b(x)

σ(x)
exp

󰀝
−2

󰁝 x

x0

b(y)

σ2(y)
dy

󰀞
,

for Lebesgue-almost every x ∈ R. Then, integrating, we have

|σ(x2)T
′(x2)− σ(x1)T

′(x1)| ≤
󰀕
Kσ + 2

󰀂b󰀂∞
infy∈R σ(y)

󰀖
|T (x2)− T (x1)|,

using the Lebesgue-almost sure bound on σ′ and the assumption that σ is bounded away from

zero. □

In light of Lemma 3.25, we can apply the monotone Euler–Maruyama scheme defined in Defi-

nition 3.10 to the transformed SDE (3.10). Fix N ∈ N and h = 1
N . The full scheme for the SDE

(1.3) in this case is then as follows. Let Xh
0 = x0 and, for k = 0, . . . , N − 1 and t ∈ (kh, (k + 1)h],

define

(3.11) Xh
t := T−1

󰀅
T (Xh

kh) + σ(Xh
kh)T

′(Xh
kh)(W

h
t −Wh

kh)
󰀆
.

The map T is increasing and invertible with increasing inverse. Therefore, for h > 0 sufficiently

small and k = 0, . . . , N − 1, we can use the same arguments as in the proof of Lemma 3.11, along

with the fact that σT ′ ◦ T−1 is Lipschitz, to see that Xh
kh 󰀁→ Xh

(k+1)h is a concatenation of three

increasing maps. Hence the process (Xh
kh)k=0,...,N is stochastically increasing.

Remark 3.26. Assumption 3.22.(iii) guarantees that T−1 is Lipschitz, with some Lipschitz con-

stant C > 0. Indeed, if x < x′, then

|T (x′)− T (x)| =
󰁝 x′

x

exp

󰀝󰁝 z

x0

−2
b(y)

σ2(y)
dy

󰀞
dz ≥ (x′ − x) exp

󰀝
−2 sup

z∈R

󰁝 z

x0

b(y)

σ2(y)
dy

󰀞
.

Applying the moment bound (A.1) to the solution Y of (3.10) thus gives us that the solution

X of (1.3) is also p-integrable, for p ≥ 1. Similarly, applying Lemma A.8 to the monotone Euler–

Maruyama scheme Y h for (3.10) yields an Lp-bound for Xh defined by (3.11), for h > 0 and p ≥ 1.

The bicausal optimal transport problems appearing in Proposition 3.24 are therefore well-defined.

Furthermore, for any p ≥ 1, h > 0 and s ∈ [0, 1], we can write

|Xh
s −Xs|p = |T−1(Y h

s )− T−1(Ys)|p ≤ C|Y h
s − Ys|p.

Hence, from the Lp-convergence of Y h to Y given by Proposition 3.13, we can deduce Lp-convergence

of Xh to X.

Proof of Proposition 3.24. Thanks to Lemma 3.25 and Remark 3.26, the result follows by use of

the same arguments as used to prove Proposition 3.15. □

Remark 3.27. Since our stability result in Corollary 2.9 requires the coefficients to be continuous,

with the methods employed in this paper, Proposition 3.24 is the most general result that we are

able to obtain for SDEs with discontinuous coefficients.

4. On the topology induced by the adapted Wasserstein distance

In this section, we apply the stability result of Proposition B.2 to prove Theorem 1.5. This

theorem states that, restricted to a particular subset of probability measures, the topology induced

by the adapted Wasserstein distance coincides with the topologies induced by the synchronous

distance, the (symmetric) causal Wasserstein distance and the classical Wasserstein distance, as

defined in the introduction, as well as with the topologies of weak convergence and convergence in

finite-dimensional distributions.

We recall the following notation. When strong existence and pathwise uniqueness hold for the

SDE (1.3) with coefficients (b,σ), we write Xb,σ for the unique strong solution, and µb,σ for its
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law. We then define P∗ to be the set of all such laws. For Λ > 0, we define AΛ to be the

set of Λ-Lipschitz functions whose absolute value at zero is also bounded by Λ, and then define

PΛ := {µb,σ : (b,σ) ∈ AΛ × AΛ} ⊂ P∗. A further result of Theorem 1.5 is that the set PΛ is

compact with respect to the topology induced by the adapted Wasserstein distance.

We introduce a further subset P̄ :=
󰀋
µb,σ : (b,σ) satisfies Assumption 1.2

󰀌
⊂ P∗. Also recall

the set Pp of measures on Ω with finite pth moment, for p ≥ 1. We note that supt∈[0,1] ωt ∈ Lp(µ),

for any µ ∈ P̄ and p ≥ 1, by the estimates given in Remark A.1. For p ≥ 1, the synchronous

distance SWp is therefore well-defined on P̄, and (P̄,SWp) is a metric space.

Proof of Theorem 1.5. Note first that, for p ≥ 1, we have the inclusion PΛ ⊂ P̄ ⊂ Pp. The

subspace topologies obtained by restricting the topologies listed in the statement of the theorem

to PΛ are thus well-defined.

Let us define another (a priori stronger) topology τp on PΛ to be the topology induced by the

distance SW∞
p , defined by

SW∞
p (µ, ν) := Eπsync

µ,ν

󰀗
sup

0≤t≤1
|ωt − ω̄t|p

󰀘
1/p, µ, ν ∈ P̄, p ∈ [1,∞).

We first show that, for p ∈ [1,∞), PΛ is (sequentially) compact with respect to τp and that

τp is independent of p. To this end, note that, viewed as a subset of continuous functions, AΛ

is (sequentially) compact with respect to the topology of local uniform convergence. Indeed,

consider a sequence (ϕn)n∈N ⊂ AΛ. For every K > 0, by the Arzelà-Ascoli theorem, there exists

a subsequence that converges uniformly on [−K,K]; it follows by a diagonalisation argument that

the sequence (ϕn)n∈N converges locally uniformly and its limit belongs to AΛ. Consider a sequence

(µn)n∈N ⊂ PΛ and let (bn,σn)n∈N ⊂ AΛ×AΛ be such that µn = µbn,σn . By the above compactness,

an equally denoted subsequence (bn,σn)n∈N converges locally uniformly to some (b,σ) ⊂ AΛ×AΛ;

we write µ = µb,σ. Now fix a probability space (Ω,F ,P) supporting a Wiener process W . Let Xb,σ

and Xbn,σn be the unique strong solutions of the SDE (1.3) driven by the same Wiener process

W , on the same probability space, with coefficients (b,σ) and (bn,σn), respectively, for n ∈ N.
Applying Proposition B.2, we obtain that (Law(Xbn,σn , Xb,σ))n∈N converges in the p-Wasserstein

distance on P(Ω × Ω) to Law(Xb,σ, Xb,σ), for any p ≥ 1. Noting that, for any p ∈ [1,∞), the

function (ω, ω̄) 󰀁→ sup0≤t≤1 |ωt − ω̄t|p is continuous and has at most rate p polynomial growth, we

have by Remark B.1 that,

SW∞
p (µn, µ) = E

󰀗
sup

0≤t≤1

󰀏󰀏󰀏Xbn,σn

t −Xb,σ
t

󰀏󰀏󰀏p
󰀘
1/p −−−−→

n→∞
0,

for any p ∈ [1,∞). Therefore PΛ is (sequentially) compact w.r.t. τp for every p ∈ [1,∞) and, by

the same argument, all topologies τp on PΛ coincide. Let us call τ this common topology.

We now use the following well-known fact for topological spaces (A, τA), (B, τB). If I : (A, τA) →
(B, τB) is continuous and invertible, A is τA-compact, and τB is Hausdorff, then I−1 is continuous.

Applied to I being the identity map, A = B, τB being Polish, and τB weaker than τA, this

argument shows that if A is τA-compact then τA = τB .

As PΛ is τ -compact, and by the previous paragraph, it now only remains to argue that conver-

gence in each of the topologies listed in the theorem is implied by convergence in SW∞
p , for some

p ∈ [1,∞). It is clear that SW∞
p (µ, ν) ≥ SWp(µ, ν), for any p ∈ [1,∞), µ, ν ∈ P̄. Now note that,

for µ, µn ∈ P̄, n ∈ N, we have πsync
µn,µ ∈ Cplbc(µn, µ), and therefore, for p ∈ [1,∞),

lim
n→∞

SW∞
p (µn, µ) = 0 =⇒ lim

n→∞
SWp(µn, µ) = 0 =⇒ lim

n→∞
AWp(µn, µ) = 0.
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Further, since Cplbc(µ, ν) ⊆ Cplc(µ, ν) ⊆ Cpl(µ, ν), and since AWp and Wp are both symmetric,

we immediately get that for p ≥ 1,

AWp(µ, ν) ≥ SCWp(µ, ν) ≥ Wp(µ, ν), µ, ν ∈ Pp,

which yields the corresponding ordering for the topologies induced by these metrics. By the same

token, convergence in CWp is also implied by convergence in SW∞
p . The convergence of µn to µ

in W1 implies weak convergence of µn to µ with respect to the uniform topology on C([0, 1],R),
which in turn implies that convergence holds also for the weak topology associated with the Lp-

topology on C([0, 1],R), for any p ∈ [1,∞]. Finally, convergence in finite-dimensional distributions

is implied by convergence in the weak topologies above. □

Remark 4.1. The result of Theorem 1.5 clearly applies also to sets of the form {µb,σ : (b,σ) ∈
AΛ × AΛ̃}, Λ, Λ̃ > 0. An inspection of the proof shows that the result also applies to the set

{µb,σ : b,σ ∈ Aκ,Λ, σ > 0}, where Λ > 0, κ ∈ [1/2, 1] and

Aκ,Λ ={ϕ ∈ C(R,R) : |ϕ(x)− ϕ(y)| ≤ Λ|x− y|κ and |ϕ(x)| ≤ Λ(1 + |x|), x, y ∈ R},

applying the same Arzelà-Ascoli argument. In this case, existence and uniqueness of strong solu-

tions is guaranteed by a result of Engelbert and Schmidt [17, Proposition 1.11] (c.f. Remark 3.18),

as the continuity of the coefficients and the strict positivity of σ implies that the local integrability

condition required for this result is satisfied.

5. Examples

In this final section, we collect some examples. We first provide one that motivates the use

of the adapted Wasserstein distance when considering distances between processes. This is a

continuous-time analogue of the example given in [6].

1
2

1

−1

0

1

1
2

1

−1

0

1

Figure 2. The two possible trajectories of Xn, for some n ∈ N, are shown on the
left, and the two possible trajectories of X∞ on the right.

Example 5.1 (motivating example). For n ∈ N∪{∞}, define the process (Xn
t )t∈[0,1] with Xn

0 = 0

such that

Xn
1
2
=

1

n
and Xn

1 = 1, with probability
1

2
,

Xn
1
2
= − 1

n
and Xn

1 = −1, with probability
1

2
,

linearly interpolated for intermediate times, and define µn := Law(Xn). The two possible trajec-

tories of Xn, n ∈ N are shown on the left-hand side of Figure 2, and the trajectories of X∞ are

shown on the right-hand side of Figure 2.

One can see that the behaviour of the approximating processes after time 1
2 is completely deter-

mined by the history of the process up to that time, whereas the behaviour of the limiting process
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after time 1
2 is independent of the past. The classical Wasserstein distance cannot distinguish these

differing information structures.

For each n ∈ N, it is possible to couple µn and µ∞ in such a way that paths that terminate at a

positive value are mapped onto each other, and likewise for negative values. Thus we can see that

the Wasserstein distance between µn and µ∞ converges to 0 as n → ∞. Such a coupling is not

bicausal, however. In fact the only bicausal coupling is the product coupling, which maps paths

that terminate at a positive value onto those that terminate at a negative value with probability
1
2 . We can thus bound the adapted Wasserstein distance AWp(µ

n, µ∞) from below by a positive

constant, for any p ≥ 1. Note that if we take the right-continuous version of the filtration in the

definition of causality, Definition 1.1, then the previous argument still holds.

Consider finally the problem of finding V n := infZ FXn
1
2

-measurable E|Xn
1 − Z|2, for each n ∈

N ∪ {∞}, with FXn

denoting the raw natural filtration of Xn. Since Xn
1 is FXn

1
2

-measurable, for

each n ∈ N, we have V n = 0. On the other hand, V ∞ = 1, since the sigma-algebra FX∞
1
2

is trivial.

Thus we see that V n does not converge to V ∞ as n → ∞. This exemplifies how the classical

Wasserstein distance fails to capture the role of information in dynamic decision problems.

5.1. Non-Markovianity. We now show that, if the coefficients of the SDEs (3.1) are non-Markovian,

then the synchronous coupling may fail to attain the adapted Wasserstein distance between the

laws of the solutions of (3.1).

Example 5.2 (non-Markovian counterexample). This example already appears in [6], as a counter-

example in a different setting.

Let C > 0, h ∈ (0, 1), and define b(t,ω) := C sign(ωh)1{t>h}, for t ∈ [0, 1], ω ∈ Ω. Then let

µ := Law(X), where X is the unique strong solution of

dXt = b(t,X)dt+ dWt, X0 = 0;

note that strong existence and pathwise uniqueness are guaranteed by Zvonkin [48]. Similarly, let

ν := Law(X̄), where X̄ is the unique strong solution of

dX̄t = −b(t, X̄)dt+ dWt, X̄0 = 0.

Now consider the couplings

πsync := Law(W· + C sign(Wh)[·− h]+ , W· − C sign(Wh)[·− h]+) ;

πasync := Law(W· + C sign(Wh)[·− h]+ , −W· + C sign(Wh)[·− h]+) .

Note that πsync,πasync ∈ Cplbc(µ, ν). In fact, πsync is the synchronous coupling between its

marginals, whereas arguably the anti-synchronous coupling πasync is the opposite of the synchro-

nous coupling (cf. the relationship between the monotone and antitone couplings between measures

on R). A few computations reveal that, for the quadratic cost, we have

Eπsync

󰀗󰁝 1

0

|ωt − ω̄t|2dt
󰀘
= E

󰀗󰁝 1

h

(2C sign(Wh)[t− h])2dt

󰀘
=

4

3
C(1− h)3, while

Eπasync

󰀗󰁝 1

0

|ωt − ω̄t|2dt
󰀘
= E

󰀗󰁝 1

0

(2Wt)
2dt

󰀘
= 2.

Choosing h sufficiently small and C sufficiently large, we have that the expected cost of the anti-

synchronous coupling is strictly less than the expected cost of the synchronous coupling. Hence,

the synchronous coupling does not attain the adapted Wasserstein distance AW2(µ, ν).

As a counterpoint to the previous example, we highlight that we may still derive optimality of

the synchronous coupling in certain non-Markovian cases.
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Example 5.3 (kinetic SDEs). Let b, b̄ : R → R be increasing and Lipschitz continuous, and con-

sider, for t ∈ [0, 1], the kinetic equations

dXt = b

󰀕󰁝 t

0

Xsds

󰀖
dt+ dWt, X0 = 0;

dX̄t = b̄

󰀕󰁝 t

0

X̄sds

󰀖
dt+ dW̄t, X̄0 = 0.

(5.1)

A reasonable time-discretisation of such SDEs would be to define, for N ∈ N and h = 1
N , the

process (Xh
k )k=0,...,N by Xh

0 = 0 and for k = 1, . . . , N ,

Xh
k = Xh

k−1 + b

󰀕
h
󰁛

i<k

Xh
i

󰀖
h+Wkh −W(k−1)h.

This scheme is stochastically monotone in the sense of Definition 3.3. Defining X̄h in the

same way, Proposition 3.4 then gives that the Knothe–Rosenblatt rearrangement is optimal among

bicausal couplings between the laws of Xh and X̄h (for the same class of cost functions). Similarly

to Lemma 3.12, we also have that the Knothe–Rosenblatt rearrangement is given by Law(Xh, X̄h)

when the discretisation schemes Xh and X̄h are defined with respect to a common Wiener process

W = W̄ .

By use of arguments similar to those employed for the Markovian case in Section 3, we expect to

obtain appropriate convergence of the scheme to the true solution. Optimality of the synchronous

coupling for the continuous-time bicausal transport problem between the laws of solutions to (5.1)

would then follow from Proposition 2.6. However, we do not carry out this analysis rigorously.

5.2. Higher dimensional examples. The kinetic system (5.1) in the previous example can be

made Markovian if we enlarge the state space to R2, by introducing the additional state variables

Vt =
󰁕 t

0
Xsds and V̄t =

󰁕 t

0
X̄sds, t ∈ [0, 1]. In a similar fashion, Example 5.2 can be made

Markovian by introducing an additional state variable. This shows that in higher dimensions,

Markovianity is no longer a clear indicator of optimality of the synchronous coupling. To further

illustrate this, we present two where the synchronous coupling is not optimal between laws of

two-dimensional strong Markov processes.

Example 5.4 (two-dimensional counterexample I). Let A > 0 be small and C > 0 large, let B,W

be independent Wiener processes and consider the SDEs

dXt = C
󰀃
1{Yt>−A} − 1{Yt<A}

󰀄
dt+ dBt, X0 = 0,

dYt = 1{|Yt|<A}dWt, Y0 = 0.

Also let W̄ , B̄ be independent Wiener processes and consider the SDEs

dX̄t = −C
󰀃
1{Ȳt>−A} − 1{Ȳt<A}

󰀄
dt+ dB̄t, X̄0 = 0,

dȲt = 1{|Ȳt|<A}dW̄t, Ȳ0 = 0.

The process Y (resp. Ȳ ) is a Wiener process until hitting −A or A, where it freezes. The process

X (resp. X̄) is also a Wiener process until the aforementioned hitting time, after which a drift C

or −C is added depending on whether Y had hit A or −A (resp. Ȳ had hit −A or A).

Suppose that B̄ = B and W̄ = W . We call this the synchronous coupling in dimension two.

Then the discrepancy
󰁕 1

0
|Xt − X̄t|2dt is very large, since X and X̄ have large drifts in different

directions after the hitting time.

On the other hand, take B̄ = B and W̄ = −W . This creates a small discrepancy
󰁕 1

0
|Yt− Ȳt|2dt,

but now Xt = X̄t, for all t ∈ [0, 1]. Hence, for A sufficiently small and C sufficiently large, this

second coupling has a lower L2 cost than the synchronous coupling.
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In the previous example, we considered two-dimensional systems driven by two-dimensional

Wiener processes. A natural question is whether a counterexample to the optimality of the syn-

chronous coupling can be constructed when the driving Wiener processes are one dimensional.

Example 5.5 (two-dimensional counterexample II). LetW, W̄ be one-dimensional standardWiener

processes and let h ∈ (0, 1), C ∈ (0,∞). Let (X,Y ) be strong solutions of the SDEs

dXt = Csign(Yt)1{t>h}dt+ dWt,

dYt = 1{t≤h}dWt,

with X0 = Y0 = 0, and write µ = Law(X,Y ). Also let (X̄, Ȳ ) be strong solutions of the SDEs

dX̄t = −Csign(Ȳt)1{t>h}dt+ dW̄t,

dȲt = 1{t≤h}dW̄t,

with X̄0 = Ȳ0, and write ν = Law(X̄, Ȳ ). Then we can again define the synchronous cou-

pling πsync
µ,ν := Law(X,Y, X̄, Ȳ ) when W = W̄ , and the antisynchronous coupling πasync

µ,ν :=

Law(X,Y, X̄, Ȳ ) when W = −W̄ .

Observe that, for any t ∈ [0, 1], we have Yt = Wt∧h and Ȳt = W̄t∧h, and so

dXt = Csign(Wh)1{t>h}dt+ dWt,

dX̄t = −Csign(W̄h)1{t>h}dt+ dW̄t,

as in Example 5.2. The squared L2-cost under the synchronous coupling is now calculated to be

Eπsync
µ,ν

󰀗󰁝 1

0

|Xt − X̄t|2dt+
󰁝 1

0

|Yt − Ȳt|2dt
󰀘
= Eπsync

µ,ν

󰀗󰁝 1

0

|Xt − X̄t|2dt
󰀘
=

4

3
C(1− h)3.

And for the antisynchronous coupling, the cost is given by

Eπasync
µ,ν

󰀗󰁝 1

0

|Xt − X̄t|2dt+
󰁝 1

0

|Yt − Ȳt|2dt
󰀘
= Eπasync

µ,ν

󰀗󰁝 1

0

|Xt − X̄t|2dt
󰀘
+ 4

󰁝 1

0

E
󰀅
|Wt∧h|2

󰀆
dt

= 2 + 4

󰁝 1

0

(t ∧ h)dt ≤ 2 + 4h.

Taking C sufficiently large and h sufficiently small, we conclude that the synchronous coupling

may fail to be optimal.

5.3. Adapted Wasserstein distance with L∞ norm. Suppose that we wish to replace the

Lp norm on Ω = C([0, 1],R) with the L∞ norm and find the associated adapted 1-Wasserstein

distance between measures µ, ν on Ω:

inf
π∈Cplbc(µ,ν)

Eπ

󰀥
sup

t∈[0,1]

|ωt − ω̄t|
󰀦
.

Discretising the problem as before, we arrive at

(5.2) inf
π∈Cplbc(µ

N ,νN )
Eπ

󰀗
max

k∈{1,...,N}
|xk − x̄k|

󰀘
,

for some N ∈ N and measures µN , νN on RN . This discrete-time bicausal optimal transport prob-

lem does not satisfy the assumptions of Proposition 3.4 for optimality of the Knothe–Rosenblatt

rearrangement, since the cost function is not of a separable form.

We now give a counterexample to optimality of the Knothe–Rosenblatt rearrangement for the

problem (5.2), when N = 2 and the marginals are atomic. We leave open the question of finding

the optimiser when the marginals are the laws of some numerical scheme for an SDE.
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Example 5.6. Define the measures µ := 1/2 · (δ(−3,−7) + δ(1,4)) and ν := 1/2 · (δ(2,4) + δ(5,6)) on

R2. We will show that the Knothe–Rosenblatt rearrangement is suboptimal for

inf
π∈Cplbc(µ,ν)

Eπ[|x1 − x̄1| ∨ |x2 − x̄2|].

We illustrate processes with law µ and ν, respectively, along with two bicausal couplings in Figure 3.

1 2

−7

−3

1
2

4
5
6

1 2

−7

−3

1
2

4
5
6

Figure 3. The Knothe–Rosenblatt rearrangement πKR
µ,ν is shown on the left, and

the coupling πAT
µ,ν on the right. The solid blue lines and dashed orange lines

represent processes with law µ and ν, respectively. At each time, the points with
the same colour and style are coupled with each other.

For the Knothe–Rosenblatt rearrangement πKR
µ,ν we have

EπKR
µ,ν[|x1 − x̄1| ∨ |x2 − x̄2|]= 1/2 · (|− 3− 2| ∨ |− 7− 4|) + 1/2 · (|1− 5| ∨ |4− 6|)

= 1/2 · (11 + 4) = 15/2.

On the other hand, consider the coupling πAT
µ,ν that is defined similarly to πKR

µ,ν but with the first

marginals coupled via the antitone rearrangement rather than the monotone rearrangement. Then

EπAT
µ,ν[|x1 − x̄1| ∨ |x2 − x̄2|]= 1/2 · (|− 3− 5| ∨ |− 7− 6|) + 1/2 · (|1− 2| ∨ |4− 4|)

= 1/2 · (13 + 1) = 14/2 < 15/2.

Thus the Knothe–Rosenblatt rearrangement is not an optimiser.

Note that both µ and ν are stochastically increasing. Therefore Proposition 3.4 implies that the

Knothe–Rosenblatt rearrangement πKR
µ,ν is an optimiser of

inf
π∈Cplbc(µ,ν)

Eπ[|x1 − x̄1|+ |x2 − x̄2|].

In fact one can compute that both πKR
µ,ν and πAT

µ,ν attain the same value for this problem and are

therefore both optimisers.
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edition, 2008. ISBN 978-3-7643-8721-1.



ADAPTED WASSERSTEIN DISTANCE FOR SDES 28
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Appendix A. Convergence of the monotone scheme

The aim here is to prove Proposition 3.13 which states the Lp-convergence of the monotone

Euler–Maruyama scheme (given in Definition 3.10) to the unique strong solution of (1.3) when

the coefficients are Lipschitz. The proof of this result proceeds as follows: we first establish L2-

convergence by showing that the monotone Euler–Maruyama scheme is close in the L2-norm to the

standard Euler–Maruyama scheme; making use of a bound on the pth moments of the monotone

scheme, we then deduce Lp-convergence. Throughout the following proofs, we make use of generic

constants, which may change from one line to the next.

Remark A.1. Under the assumption that the coefficients b,σ in (1.3) are Lipschitz, there exists

a unique strong solution X to (1.3) according to a classical result of Itô; see, e.g. [17, Proposition

1.9]. Moreover, for p > 0, the process X satisfies the following moment bounds. There exist

constants Cp, C̃p > 0 such that

(A.1) E
󰀗
sup

0≤t≤1
|Xt|p

󰀘
≤ Cp,

and, for any s, t ∈ [0, 1] with s < t,

(A.2) E
󰀗
sup

s≤u≤t
|Xu −Xs|p

󰀘
≤ C̃p(t− s)

p
2 .

These bounds follow from a standard application of Doob’s martingale inequality, the Burkholder–

Davis–Gundy inequality, and Grönwall’s lemma; see, e.g. [22, Lemma 3.8 and Eq. (3.48)].

Remark A.2. Note that the process (Wh
t )t∈[0,1] is a martingale with respect to FW , the filtration

generated by the Wiener process W augmented to satisfy the usual conditions.

We start with a lemma, which we adapt from [36, Lemma 2.1], that gives a bound on the fourth

moment of the error created by the truncation. This bound is used in the proof of Proposition A.5

and thus justifies the choice of the truncation level Ah.

Lemma A.3. For N ∈ N, h = 1/N , and fixed k ∈ {0, . . . , N − 1}, we have the fourth moment

bound

E
󰀏󰀏󰀏W(k+1)h −Wkh − (Wh

(k+1)h −Wh
kh)

󰀏󰀏󰀏
4

≤ Ch10.

Proof. First note that

E
󰀏󰀏󰀏W(k+1)h −Wkh − (Wh

(k+1)h −Wh
kh)

󰀏󰀏󰀏
4

= E
󰀏󰀏󰀏W(k+1)h −W(k+1)h∧τh

k

󰀏󰀏󰀏4

= 3E|h− h ∧ τh0 |4 ≤ 3h2P[τh0 ≤ h],

since W has identically distributed increments, and calculate

P[τh0 ≤ h] = 2P

󰀥
sup

t∈[0,h]

Wt ≥ Ah

󰀦
= 4P[Wh ≥ Ah],

using the reflection principle. Then

E
󰀏󰀏󰀏W(k+1)h −Wkh − (Wh

(k+1)h −Wh
kh)

󰀏󰀏󰀏
4

≤ 12h2

√
2πh

󰁝 ∞

0

e−
(x+Ah)2

2h dx < 6h2e−
A2

h
2h .
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Recalling the definition Ah = 4
√
−h log h, we conclude. □

Remark A.4. From the above proof, we see that, for an arbitrary K ∈ N, we can redefine

Ah := K
√
−h log h and achieve a fourth moment bound of Ch2+K2

2 in Lemma A.3.

In order to prove the L2-convergence of the monotone Euler–Maruyama scheme Xh to the

unique strong solution X of (1.3), we first recall the following estimates for the standard Euler–

Maruyama scheme X̃h (defined in (3.7)) when the coefficients are Lipschitz. From the proof of [30,

Theorem 10.2.2], for example, there exists a constant C̃0 such that, for any h > 0, we have the L2

estimate

(A.3) E
󰀗
sup

0≤s≤1
|X̃h

s −Xs|2
󰀘
≤ C̃0h.

Similarly to Remark A.1, one can also derive the following moment bound. For any p ≥ 1, there

exists a constant C̃p such that, for any h > 0,

(A.4) E
󰀗
sup

0≤s≤1
|X̃h

s |p
󰀘
≤ C̃p.

Proposition A.5. Suppose that the coefficients b and σ in (1.3) are Lipschitz. Then there exists

a constant C > 0 such that, for any N ∈ N and h = 1
N ,

E
󰀗
sup

0≤s≤1
|X̃h

s −Xh
s |2

󰀘
≤ Ch3.

Proof. Fix N ∈ N and h = 1
N . For s ∈ [0, 1], introduce the notation tns

:= sup{t ≤ s : t =

kh, for some k = 0, . . . , N} and, for t ∈ [0, 1], define the remainder terms

Rt := E

󰀥
sup

0≤s≤t

󰀏󰀏󰀏󰀏
󰁝 s

0

󰀓
b(X̃h

tnr
)− b(Xh

tnr
)
󰀔
dr

󰀏󰀏󰀏󰀏
2
󰀦
, St := E

󰀥
sup

0≤s≤t

󰀏󰀏󰀏󰀏
󰁝 s

0

󰀓
σ(X̃h

tnr
)− σ(Xh

tnr
)
󰀔
dWh

r

󰀏󰀏󰀏󰀏
2
󰀦
,

Ut := E

󰀥
sup

0≤s≤t

󰀏󰀏󰀏󰀏
󰁝 s

0

σ(X̃h
tnr

)dWr −
󰁝 s

0

σ(X̃h
tnr

)dWh
r

󰀏󰀏󰀏󰀏
2
󰀦
,

so that

Zt := E
󰀗
sup

0≤s≤t
|X̃h

s −Xh
s |2

󰀘
≤ C(Rt + St + Ut).

Fix t ∈ [0, 1]. By Jensen’s inequality, we can bound

Rt ≤
󰁝 t

0

E
󰀗

sup
0≤s≤u

󰀏󰀏󰀏b(X̃h
tns

)− b(Xh
tns

)
󰀏󰀏󰀏2
󰀘
du.

Then, using the Lipschitz property of b and expanding the set of times over which we take the

supremum, we can find a constant CR such that

Rt ≤ CR

󰁝 t

0

E
󰀗

sup
0≤s≤u

|X̃h
s −Xh

s |2
󰀘
du = CR

󰁝 t

0

Zudu.

As noted in Remark A.2, Wh is an FW -martingale, and we see that d〈Wh〉t ≤ dt. Thus, by

Doob’s martingale inequality,

St ≤ 4

󰁝 t

0

E
󰀗

sup
0≤s≤u

|σ(X̃h
tns

)− σ(Xh
tns

)|2
󰀘
du.

In the same way as for Rt, we now use the Lipschitz property of σ to find a constant CS such that

St ≤ CS
󰁕 t

0
Zudu.
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Finally, we bound the term Ut. For each k = 0, . . . , N − 1, let us write ∆kW = W(k+1)h −Wkh

and ∆kW
h = Wh

(k+1)h −Wh
kh. Then, applying Doob’s inequality, we get

Ut ≤ 4E

󰀵

󰀷
󰀏󰀏󰀏󰀏󰀏

nt−1󰁛

k=0

σ(X̃h
kh)

󰀅
∆kW −∆kW

h
󰀆
+ σ(X̃h

tnt
)
󰁫
Wt −Wtnt

− (Wh
t −Wh

tnt
)
󰁬󰀏󰀏󰀏󰀏󰀏

2
󰀶

󰀸

≤ 4N

N−1󰁛

k=0

E
󰁫
σ(X̃h

kh)
2(∆kW −∆kW

h)2
󰁬
,

and, by the Cauchy–Schwarz inequality,

Ut ≤ 4N

N󰁛

k=0

󰁴
E[σ(X̃h

kh)
4]
󰁴
E[(∆kW −∆kWh)4].

Applying Lemma A.3, we can bound each term E
󰀅
(∆kW −∆kW

h)4
󰀆
≤ Ch10. Using the Lips-

chitz property of σ and the Lp bound (A.4) for the Euler–Maruyama scheme, we can also bound

E[σ(X̃h
kh)

4] ≤ C, for any k = 0, . . . , N . Therefore we have

Ut ≤ C̄N2h5 = C̄h3.

Combining the bounds on Rt, St and Ut, and defining C = CR + CS , we can bound Zt by

Zt ≤ C̄h3 + C

󰁝 t

0

Ztdu,

and by Grönwall’s inequality we conclude that Zt ≤ C̃h3, for some constant C̃ > 0. □

Remark A.6. Similarly to Remark A.4, the power in the bound in Proposition A.5 can be made

arbitrarily large, by multiplying the truncation level Ah by a sufficiently large constant.

The following immediate corollary now gives a rate for the L2-convergence of the monotone

Euler–Maruyama scheme Xh to the solution X of the SDE (1.3).

Corollary A.7. Suppose that the coefficients b and σ in (1.3) are Lipschitz. Then there exists a

constant C > 0 such that, for any h > 0 sufficiently small,

E
󰀗
sup

0≤s≤1
|Xh

s −Xs|2
󰀘
≤ Ch.

Proof. Combining the rate of L2 convergence of the Euler–Maruyama scheme given in (A.3) with

the estimate of the L2-error between the Euler–Maruyama scheme and the monotone Euler–

Maruyama scheme given in Proposition A.5, we can conclude via a simple application of the

triangle inequality that

E
󰀗
sup

0≤s≤1
|Xs −Xh

s |2
󰀘
≤ 2E

󰀗
sup

0≤s≤1
|X̃h

s −Xs|2
󰀘
+ 2E

󰀗
sup

0≤s≤1
|X̃h

s −Xh
s |2

󰀘
≤ Ch.

□

In order to obtain Lp-convergence, we make use of the following bounds on the pth moments of

the monotone Euler–Maruyama scheme Xh, for h > 0.

Lemma A.8. Suppose that the coefficients b and σ in (1.3) are Lipschitz. Then, for p ≥ 1, there

exists a constant Cp > 0, depending only on the initial condition x0 and the Lipschitz constants of

the coefficients b and σ, such that for any h > 0,

E
󰀗
sup

0≤t≤1

󰀏󰀏Xh
t

󰀏󰀏p
󰀘
≤ Cp.

Proof. Follows from a standard application of martingale inequalities and Grönwall’s lemma, sim-

ilarly to Remark A.1. □
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Convergence in Lp now follows immediately.

Proof of Proposition 3.13. By Corollary A.7, Xh converges to X in L2, and hence in Lq for all

q ∈ [1, 2]. For fixed p ≥ 2, Lemma A.8 gives a bound on the (p + 1)th moment of Xh. Moreover,

the (p+ 1)th moment of X is bounded by (A.1). Combining the L2-convergence with the bounds

in Lp+1 implies Lp-convergence, as required.

To prove Lp-convergence of the discrete-time scheme, note that

E

󰀥
N−1󰁛

k=0

󰁝 (k+1)h

kh

|Xkh −Xh
kh|pdt

󰀦
≤ TE

󰀗
sup

0≤t≤1
|Xt −Xh

t |q
󰀘

h→0−−−→ 0,

and (A.2) provides the estimate

E

󰀥
N−1󰁛

k=0

󰁝 (k+1)h

kh

|Xt −Xkh|pdt
󰀦
≤ h

N−1󰁛

k=0

E

󰀥
sup

kh≤t≤(k+1)h

|Xt −Xkh|p
󰀦
≤ C̃pTh

p
2 .

We conclude by the triangle inequality. □

Appendix B. A stability result for SDEs

We here establish a stability result for the parameter dependence of path-dependent SDEs

driven by correlated Wiener processes. The result can also be obtained from [25, Theorem 3.24],

for example, but for completeness we provide a direct proof.

In order to formulate the result, recall the notation Ω = C([0, 1],R) and 󰀂ω󰀂∞ := sups∈[0,1] |ωs|,
ω ∈ Ω, for the sup-norm. As before, Ω is equipped with the canonical filtration and the uniform

topology. We also equip Ω × Ω etc. with the product filtration and product topology. Moreover,

for p ≥ 1, and π,π′ ∈ P(Ω×Ω) with finite pth moment, we here define the p-Wasserstein distance

(with respect to the sup-norm) between π and π′ to be

(B.1) inf
α∈Cpl(π,π′)

Eα[󰀂ω − ω′󰀂p∞ + 󰀂ω̄ − ω̄′󰀂p∞],

where Cpl(π,π′) denotes the set of probability measures on (Ω × Ω) × (Ω × Ω) with marginal

distribution onto the first (resp. last) two coordinates given by π (resp. π′) and ((ω, ω̄), (ω′, ω̄′))

denotes the canonical process.

Remark B.1. For any p ≥ 1, πn converges to π with respect to the p-Wasserstein distance on

P(Ω × Ω), as defined in (B.1), if and only if, for any continuous function φ : Ω × Ω → R with at

most polynomial growth of order p — i.e. |φ(ω, ω̄)| ≤ C(1 + 󰀂ω󰀂p∞ + 󰀂ω̄󰀂p∞), (ω, ω̄) ∈ Ω× Ω — it

holds that Eπn [φ(ω, ω̄)] → Eπ[φ(ω, ω̄)] (see, e.g. [45, Theorem 7.12]).

Proposition B.2. Let (W, W̄ ) be a ρ-correlated Wiener process, for some progressively measurable

process ρ, as defined in Definition 2.1. Suppose that (x0, x̄0, b, b̄,σ, σ̄) satisfies Assumption 2.8, and

write (X, X̄) for the unique strong solution of (2.1) driven by (W, W̄ ).

For n ∈ N, consider also (xn
0 , x̄

n
0 , b

n, b̄n,σn, σ̄n) satisfying Assumption 2.8.(i) and (iii), with a

uniform slope constant K in (2.8), and such that strong existence holds for (2.1); let (Xbn,σn

, X̄ b̄n,σ̄n

)

be one such strong solution, when (2.1) is driven by (W, W̄ ).

Suppose also that, as n → ∞, (xn
0 , x̄

n
0 ) → (x0, x̄0) and the following convergence holds:

󰀂ωn − ω󰀂∞ → 0 =⇒ (bn, b̄n,σn, σ̄n)(t,ωn) → (b, b̄,σ, σ̄)(t,ω), for each t ∈ [0, 1].(B.2)

Then, for any p ≥ 1,

Law(Xbn,σn

, X̄ b̄n,σ̄n

)
n→∞−−−−→ Law(X, X̄),

in the p-Wasserstein distance (with respect to the sup-norm) on P(Ω× Ω).

Proof. Similarly to Remark A.1, standard SDE estimates based on the BDG inequality, Jensen’s

inequality, and Grönwall’s lemma show the existence of Kp < ∞ such that E[󰀂Xbn,σn󰀂p∞] ≤



ADAPTED WASSERSTEIN DISTANCE FOR SDES 34

Kp(1 + |xn
0 |p), with similar bounds for X̄ b̄n,σ̄n

. As (xn
0 , x̄

n
0 )n∈N converges, this shows that, for

all p ≥ 1, the pth moments of 󰀂Xbn,σn󰀂∞ and 󰀂X̄ b̄n,σ̄n󰀂∞ are uniformly bounded in n ∈ N.
On the one hand, this implies that (Law(Xbn,σn

, X̄ b̄n,σ̄n

))n∈N is tight, and on the other hand

that it suffices to prove that Law(Xbn,σn

, X̄ b̄n,σ̄n

) → Law(X, X̄) weakly on P(Ω × Ω). Thanks

to Assumption 2.8.(iv), this can be achieved if we prove that each weak accumulation point of

(Law(Xbn,σn

, X̄ b̄n,σ̄n

))n∈N solves the martingale problem associated to the system for (X, X̄).

Let Law(Y, Ȳ ) be one such weak accumulation point, and consider the enlarged joint law

(Law(Xbn,σn

, X̄ b̄n,σ̄n

,W, W̄ ))n∈N, which is also tight. Then, after possibly passing to a subse-

quence, Skorokhod’s representation theorem ensures the existence of a sequence of stochastic pro-

cesses (Xn, X̄n,Wn, W̄n)n∈N defined on a single probability space (Ω,F ,P) such that

(Law(Xn, X̄n,Wn, W̄n))n∈N = (Law(Xbn,σn

, X̄ b̄n,σ̄n

,W, W̄ ))n∈N,

and (Xn, X̄n,Wn, W̄n) → (Y, Ȳ ,W∞, W̄∞) almost surely in Ω × Ω × Ω × Ω. Moreover, for each

n ∈ N, there exist deterministic maps Fn, F̄n such that Xbn,σn

= Fn(W ) and X̄ b̄n,σ̄n

= F̄n(W̄ ),

and so Xn = Fn(Wn) and X̄n = F̄n(W̄n). Therefore (Xn, X̄n) is a strong solution of the system

(2.1), with coefficients bn, b̄n,σn, σ̄n, driven by (Wn, W̄n). By the equality in law, we can also

verify that (Wn, W̄n) is a ρ-correlated Wiener process in its own filtration.

Let ε > 0. By Lusin’s theorem applied to the measurable function ρ, we can find a closed set

E ⊂ [0, 1]×Ω×Ω with mε := (dt× P)({(t,ω) : (t,Wn(ω), W̄n(ω)) /∈ E}) ≤ ε and ρ|E continuous.

We remark that mε is independent of n ∈ N∪{∞} as it only depends on the joint law of (Wn, W̄n).

By Tietze’s theorem there exists a continuous function ρε : [0, 1]×Ω×Ω → [−1, 1], which coincides

with ρ on E. For n ∈ N, the martingale problem associated with the system for (Xn, X̄n) reads as

follows: for every bounded f : [0, 1]×R2 → R which is differentiable in time, twice differentiable in

space, and with corresponding bounded and continuous derivatives, it holds that Rn
f = 0, where

Rn
f := E

󰁫
f(T,Xn

1 , X̄
n
1 )− f(0, xn

0 , x̄
n
0 )−

󰁝 1

0

{∂tf + bn∂xf + b̄n∂x̄f +
1

2
(σn)2∂xxf +

1

2
(σ̄n)2∂x̄x̄f + ρ(t,Wn, W̄n)σnσ̄n∂xx̄f}(t,Xn, X̄n)dt

󰁬
,

and we identify f(t,X, Y ) ≡ f(t,Xt, Yt). On the other hand, we may also define

R∞
f := E

󰁫
f(T, Y1, Ȳ1)− f(0, x0, x̄0)−

󰁝 1

0

{∂tf + b∂xf + b̄∂x̄f +
1

2
σ2∂xxf +

1

2
σ̄2∂x̄x̄f + ρ(t,W∞, W̄∞)σσ̄∂xx̄f}(t, Y, Ȳ )dt

󰁬
,

and so our goal is to show that R∞
f = 0 for all f in the aforementioned class of functions. To this

end, for n ∈ N, we introduce Rn,ε
f and R∞,ε

f , defined analogously to Rn
f and R∞

f with ρ replaced

by ρε. We claim that limn→∞ Rn,ε
f = R∞,ε

f . To see this, note first that since ρε as well as f and

its partial derivatives are continuous, and since bn, b̄n,σn, σ̄n converge in the sense of (B.2), the

integrand converges dt× P-almost surely. In turn, since ρε as well as f and its partial derivatives

are bounded, and since bn, b̄n,σn, σ̄n have uniform linear growth, for n ∈ N, we can leverage the

uniform moment estimates given at the start of the proof to apply dominated convergence and

conclude the desired claim. Next, note that |Rn
f −Rn,ε

f | ≤ Cε, for all n ∈ N∪{∞}, with a constant

C depending on f but, crucially, independent of n and ε; this follows again by the uniform linear

growth assumption and the uniform moment estimates, which extend to Y and Ȳ . Thus

|R∞
f | ≤ |R∞

f −R∞,ε
f |+ lim

n→∞
|R∞,ε

f −Rn,ε
f |+ lim

n→∞
|Rn,ε

f −Rn
f | ≤ 2Cε,

and we can conclude. □


